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POLITICAL MARKETING: AN EMERGING THEORY

*
Suman Si

ABSTRACT

Marketing as it said to be one of the competent and most important factors for the growth of 

any entity, be it a brand, a product, a person etc. The same applies to the political world that 

we deal with at present .The ever increasing competition amongst the political parties have 

left them with no option but to promote them in  a way in which they can justify themselves 

to be the best amongst all. There has been an increased application of marketing 

techniques by the political parties these days which popularly has evolved and has become 

to be known as Political marketing. Over the years the implicit ties between marketing and 

political process have become inevitable and more prominent. Major changes have taken 

place in the political marketplace in the past three to four decades in terms of influx of 

social and mass media as information dissemination tools .There has been rapid escalation 

of campaign costs with respect political marketing. Both business marketers and political 

marketers have started using media outlets to inform, remind, and alter the attitudes and 

behaviours of potential clients and voters (respectively), and they both try to employ 

similar tools when structuring campaigns, such as market research and statistical analysis.

In this particular study we will throw some light on the increasing role of marketing as a 

communication medium for politics and political parties. Despite the presence of 24-

hour news stations and 24X7 online news coverage, the general public most of the times 

remains under-informed on political issues and news which is supposed to be covered 

using political marketing and hence day by day this concept is gaining momentum as it 

helps in understanding the voter behavior. The purpose of this paper is to understand 

and show the applicability of marketing as an important weapon in the area of political 

marketing in general . 
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INTRODUCTION

Political parties and candidates generally promote themselves and their platforms to 

voters through masterly-crafted communications aimed at gaining public support which 

is popularly known as political marketing. While the entities being marketed is different, 

in business marketing and political marketing, there are many parallels between political 

marketing and the marketing of goods and services. As a business marketer, one may 

think that political marketing techniques and strategies don't apply to marketing in 

general but things are quite similar as both aim at marketing communication. The 

primary and most important difference between business marketing and political 

marketing is that the latter is used to raise awareness and inform members of the public 

about critical issues and leadership choices within their community, state, and country. It 

is always assumed that our voting decisions are based purely on how well the platforms 

of each of the candidates aligns with our own individual set of beliefs and values, but it is 

far more likely that our ballots are cast based on the outcomes of carefully targeted and 

optimized political marketing campaigns. John F. Kennedy once said that “The 

ignorance of one voter in a democracy impairs the security of all”.

 Marketing thus has become the very essence of Politics which is everywhere in political 

campaigning as it makes the communication process even faster if directed towards the 

right direction. Political Marketing is growing at a rapid pace and they need to adopt new 

techniques quickly for wooing their voters as voters for political parties are like what 

customers are meant for business marketers. The modern political marketing landscape 

provides myriad opportunities to connect with potential voters and shape public opinion, 

including cold calls, email campaigns, direct mail leaflets, radio spots, social media 

outreach, and television news and talk show appearances. In a nutshell, the importance 

of political marketing is how effective it is at spreading messaging and informing the 

public. Campaign messages and ideas are very easily and quickly consumed and shared, 

and this facilitates a better more organic way of raising awareness and generating a call 

them to action, whether that action is to join a campaign, lobby for a bill, or cast a vote at 

the poll. 

POLITICAL MARKETING: AN EMERGING THEORY
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The role of information and communications technologies in political market-ing 

requires a critical understanding and promises an important and exciting stream of 

research of real advantage to political marketing theory and practice. Historically, 

newspapers, film, radio and television have all been utilized strategic-ally as new 

technologies of their eras. The advent of the World Wide Web and the subsequent 

deployment of websites, emails, blogs and social networking technologies have brought 

exceptional change to the communications arena. Political communication has never 

been as important as it is today due to the ever increasing competition .Conflicts in the 

middle east and the economic crisis around the globe has also forced the ruling parties to 

justify their actions for which political  communication is widely used which they also 

use constructively for setting their citizens . International conflict and a global economic 

crisis have left governments seeking to justify their actions and calm the fears of their 

citizens. This paper offers an account of an exploratory study into the process of political 

communication. Using a constructivist grounded theory methodology, it identifies 

models that require modernisation and amalgamates them into a broader model that 

reflects the political communications experience of the respondents. It concludes with 

some consideration of the implications for not only the field of political marketing 

communications but for marketing communications as a whole.

LITERATURE REVIEW

While one can see evidence of political marketing from the earliest days of political 

activity, the origins of it as field of study, albeit highly practice‐related, are to be found in 

work of early authors such as Kelley (1956) who first defined the term to refer to this 

domain of activity. The subject's development was strongly aided by Rothschild's (1978) 

work on political advertising effectiveness and segmentation and also his later work 

extending this to social policy and political policy making. These early foundations of 

political marketing research were strengthened by the growing professionalism of 

campaign management, particularly in the west.

Political marketing research has made significant progress in recent years as evidenced 

by its own dedicated issues of international marketing journals, handbooks etc. Special 
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research interest groups of the academy, dedicated academic and practitioner 

conferences and articles in leading field journals have also justified the growth of  

political marketing as an area of study . It has drawn together and researchers, students, 

professional practitioners and involved observers from multiple backgrounds have 

managed to build a literature of considerable scale and value. As a distinct sub-discipline 

it is increasingly identifiable. Nonetheless, theory development in the field remains 

replete with problems of context, understanding and approach (Butler and Collins, 1999; 

Henneberg, 2002; Henneberg and O'Shaughnessy, 2007; Lock and Harris, 1996).

From previous studies it has been found that political advertising and political marketing 

as an overall concept has a strong direct effect on voting behaviours in certain situations. 

Quelch and Jocz (2007) argue that good marketing makes for better democracy and that 

the social value created by marketers deserves more credit. This issue of marketing 

theory contributes to the development of political marketing.

Elections are a cornerstone of civil society, and so their conduct would reasonably be 

expected to reflect the weight of legal requirements, state institutions and the democratic 

mandate. The contribution of political marketing becomes more important as the hoopla 

associated with elections still remains a paradox across the globe. Political marketing 

still seems to feel obliged to defend and justify itself to critics (Henneberg, 2004), 

although this is not necessarily unjust as every new entrant demands validation and 

acceptance. The Association of National Advertisers in the USA selected Obama as the 

Advertising Age Marketer of the Year in November 2008. One observer, Al Ries, who is 

regarded as a founder of the strategic application of market positioning, notes that three 

aspects of the 'Change' theme underpinned Obama's victory: simplicity, consistency and 

relevance (Ries, 2008).This was observed as a new age political marketing across the 

globe which not only help Obama win but also justified the intelligent use of marketing 

in politics.

So far a generation of consumers are clear in their understanding that business is actively 

trying to get them to buy their wares, they are prepared to engage with those advertisers 

who are more honest or authentic in their communications (Brown, 2003), the same 

applies to voters who are the prime targets for the political parties. Indeed, they are 

POLITICAL MARKETING: AN EMERGING THEORY
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interested in, and intellectually engaged with, certain marketing campaigns and acutely 

aware of the strategic machinations of the likes of Apple, Starbucks, Harley Davidson 

and Nike. The same pattern may be true for politics. One signal of public interest in 

political marketing and political campaigns is the increasing recognition of major 

political marketing figures. In the USA, political advisors and consultants like Karl Rove 

and James Carville became far better known than senior politicians in Congress. This 

might happen in cases where the political marketing becomes so strong that it hits the 

target audience(target voters). The extension of marketing models to social and political 

contexts increases their contribution to societal welfare. One distinctive characteristic of 

politics is the periodic nature of market activity.

The nature, scale and importance of any particular election will determine voter and 

candidate behaviour. Elections reveal highly distinctive market relations issues, 

including forgiveness for broken promises and punishment for past transgressions, real 

or imagined (Butler and Collins, 1999). The broader conceptualization of political 

marketing goes far beyond election campaigns. Placing the formal campaign as the 

central issue is akin to focusing only on the sale negotiation as the core of marketing. For 

political activists and observers, the permanent campaign is the hard political reality; 

governing with public approval requires a continual political campaign (Blumenthal, 

1980; Klein, 2005). An overemphasis on the campaign diminishes the opportunities of 

theorizing the field. Political marketing is broader and deeper than the campaign, though 

the 'formal' or agreed boundaries of study, notwithstanding the continuing efforts of 

researchers, have yet to be set. Research progress in political marketing must recognize 

the parallel change in the base disciplines of marketing and political science.

Theoretical progress is also unremitting. The assignment of codifying political 

marketing could take the discussion back to Aristotle's writings on Politics and Rhetoric, 

in which the importance of language and persuasion to human progress are central. 

However, in the marketing school, the 'broadening' of marketing from the 1970s (Kotler 

and Levy, 1969; Kotler and Zaltman, 1971) empowered scholars to research marketing 

beyond commercial boundaries; Henneberg and O'Shaughnessy (2007) develop a 

political marketing review.
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Described in Laswell's (1935) classic terms, politics is the study of 'who gets what, when 

and how'. It involves several distinct sub-fields including political theory, public policy 

and comparative politics. Methodologically, it is highly diverse. Marketers will 

recognize the ideas drawn from economics that inform the ideas of public choice 

theorists such as Downs (1957). Political structures and processes are in constant flux, 

thereby driving new theoretical modelling. Even the theory of democracy is not 

available to us as a single universally agreed model (Henneberg et al., this issue). 

Political parties in most democracies are experiencing declining party identification and 

membership (Mair,1997; Mair and van Biezen, 2001). Indeed, that erosion of voter 

loyalty and the reduction of political organization strength have motivated the 

professionalization of political parties, and consequently the strategies and explicit 

practices of political marketing (Plasser and Plasser, 2002; Plasser et al., 1999; 

Stromback, 2007).

If we consider just the political decentralizing trend in many western settings (the USA 

and the European Union for example), the shift in government power from the centre is 

attributable by Nye (2002) to globalization, marketization and the information 

revolution.

Also the debate on the boundaries of political lobbying continues (Harris and Lock, 

1996), but the growing literature on pressure groups, interest groups and policy networks 

(Thomas and Hrebenar, 2008) offers useful insights. Harris et al. (1999) find a direct 

linkage between political marketing and interest lobbying; they claim that the need to run 

expensive modern political marketing campaigns forces political parties to develop 

close links with business. This area is still largely under-researched, but would appeal to 

marketing and politics alike.

The thrust of E-Government and E-Democracy movements highlights new forces and 

new agendas in politics and political markets (Collins and Butler, 2002; Kamarck and 

Nye Jr,2002; Tapscott and Williams, 2006; West, 2005; Wilhelm, 2000).Ultimately, 

structural change at the macro level causes adaptive behaviour at the micro level of 

parties, candidates and media (Schafferer, 2006).

POLITICAL MARKETING: AN EMERGING THEORY



Famous examples of political marketing

Political Marketing has emerged as a new age way of campaigning for the political 

parties so as to make themselves known and popularize in the public domain. Off late it 

has also been observed that as marketers are becoming digital in way of their marketing, 

similar is the case in the area of politics. When Barack Obama realized that he would not 

have the support of the great businessmen to win the elections in 2008, he decided to 

change and become the first politician 2.0. The 2008 Obama Campaign has been hailed 

as the first to make effective use of the internet. There are few more such instances where 

we can find out such impact.

i. 100,000 pieces of content in the campaign of Trump

In the early days of Trump's political marketing campaign, his digital strategist, Brad 

Parscale, received a small budget with the aim of expanding the database. The strategist 

made a decision and invested all the money on Facebook ads. To the beginning, it 

included the names, email addresses and phone numbers of some of Trump followers on 

the platform. Then, he chose to use the customized audiences to unite these people with 

their Facebook profiles. Also, with Facebook's “audience segmentation options” tool, 

ads could take one course or another based on user activity, ethnic affinity, or 

demographics such as location, age, gender, or interests. Next, the strategist extended his 

“radar” using the “similar audience,” a potent tool that allows finding people on 

Facebook with common qualities. It means, in this case, possible followers of Trump. 

Besides, Par-scale also implemented software to optimize the design and delivery of the 

Facebook ads generated for him. The campaign generated so many ads that 100,000 

different landing pages were created. Each one directed to different segments. As a 

result, more than 100,000 pieces of content were created.

ii. Trump's Twitter strategy

During the General Assembly of the United Nations (UNGA), citizens from all over the 

world witnessed how world leaders expressed their ideas. But Trump's communication 

during this period is one of the most structured and organized examples of political 
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marketing via Twitter. No lousy step is taken. Donald Trump had two official accounts, 

@realDonaldTrump, with 48.6M followers and @POTUS, with 22.4. Both statements 

are active and reflect a very different communication behavior. The topics covered in 

each account are very different. And they are not chosen at random like Natural disasters, 

Commemorative days, National controversies ,Medical attendance etc.

iii. SMS Marketing in the Obama campaign

Another of the most prominent examples of political marketing is Obama, who has also 

given a lot to talk about. The former president of the United States has given several 

lessons on how to use digital spaces to create strategies. For example, he taught that:

1. High-performance websites led the user to convert.

2. A/B tests were a base when choosing content and designing different calls to 

action on your website.

3. He also incorporated his proposals into the thank-you pages, where the public was 

most receptive.

4. Using email marketing to build user loyalty.

5. Both the social networks and the blog were fully integrated into each step of their 

digital strategy.

6. All campaigns were segmented.

But there´s more. Obama´s marketing team knew how to apply SMS to publicize 

different contents. The website “YouObama” was created referring to YouTube to share 

videos of its political actions and was one of the first political candidates to take 

advantage on the functions of social networks like Facebook and Twitter. Even so, 

currently, their profiles are considered absolute success stories.
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EVOLUTION OF POLITICAL MARKETING

Political Marketing ways back to few decades but it has evolved tremendously and holds 

a great future in terms of growth. This has been justified by various political researchers 

and academicians in their study. In “Political advertising and the demonstration of 

market orientation”, Claire Robinson explores the relationship between market 

orientation of politics and the achievement of electoral objectives during taking the 

example of New Zealand elections. Robinson uses an analysis of advertising content to 

observe the impact of political marketing over the voters and also tries to figure out 

whether the electoral objectives of political parties are fulfilled or not. In the last two 

decades political marketing has moved from being the obscure concern of a small group 

of academic marketers who interested in politics, to a significant area of international 

research in contemporary marketing. Academicians and practitioners have contributed 

to both contemporary as well as political marketing. It has also gained the 

acknowledgement from political scientists that political marketing has something to 

offer beyond the black arts of propaganda. Political Marketing has also been influenced 

by cross cultural impacts and voting systems across the globe. The fragmentation of 

traditional media and the growth of new ones are also impacting this phenomena. While 

political marketing's most visible influence has been in communications during electoral 

campaigns, it has become increasingly important in the development of long term 

political strategies and positioning for parties. Marketers' understanding of consumer 

behaviour has provided particularly valuable insights into voter behaviour which is an 

important strand in the success of political marketing. As a theory, it has come a long way 

and holds a key position in the coming times.

CONCLUSION 

In the past political marketing has been quite relevant in policy development, service 

delivery and the engagement and targeting of the citizen and voters in politics. The rise in 

political marketing activity and its wider applications has been accompanied by an 

increase in significant quality research beginning with Newman and Sheth (1985) on one 

side of and 'O'Shaughnessys (1990) pivotal work , “Phenomenon of Political 
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Marketing” which stimulated a lot of interest in the area. Newman's Handbook of 

Political Marketing (Newman, 1999), Harris and Lock's review of political lobbying in 

the UK (Harris and Lock, 2002), Henneberg's (2004) overview with its challenges to the 

discipline and Butler and Harris' (2009) review of political marketing theory have all 

contributed to shaping the current form of the discipline in some way or the other. It can 

also be observed that political marketing is here to stay and has a long way to go as it it 

proving to be one of the most important too in bridging the gap between political parties, 

leaders and the prospective voters. Past studies and experiences have also shown a 

general link between electoral systems, party campaigning and voter turnout and 

individuals are more likey to turn out under better PR systems which can only be 

achieved by active political marketing.

Thus as an academic sub-discipline seeking to establish itself, political marketing must 

inspire the efforts of researchers from both the marketing and politics traditions as 

Political marketing management is the art and science of managing the political 

exchange process (Henneberg, 2004).Recognition of these changing patterns and 

frameworks in both fields certainly will make for a comprehensive engagement that will 

also offer real theoretical reward.
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Abstract. An algorithm has been developed to find feasible solution of the time table assignment problem to 
faculty. A 0-1 linear programming model in developed, considering the priorities of the teacher and the workload. 
This process of assigning the tasks by developing a model and finding a feasible solution is difficult because of its 
size and the various conflicting objectives of the problem. Use of LINGO18 and MATHEMATICA 9 softwares have 
been made to achieve the desired results. 

Key Words. Time table, Assignment, Faculty. 

INTRODUCTION 

In every educational institution, one of the tedious works is assignment of subjects and time slots to various 
faculty members. Various factors have to be considered while assigning subjects to faculty such as number of 
hours required for each subject, number of teachers and their respective teaching hours for each subject, number 
of classrooms available etc. The dynamics of such allocation change every year/semester and thus, the 
allocations made in the previous year become irrelevant. The allocation of subjects consumes lot of time and 
effort of the faculty members involved in this exercise. Obviously, this time could be used more productively in 
teaching or research. 

The factors mentioned above are general in nature and can be applied to every institution. In fact, these 
factors have been previously considered for assignment of subjects to faculty. Schniederjans and Kim [1] have 
applied a 0-1 Goal Programming approach to solve the Teacher assignment problem. Hultberg and Cardoso [2] 
have considered the problem as NP Hard and have formulated an exact branch and bound algorithm for its 
solution. They have proposed a Mixed Integer Linear Programming (MILP) model in order to solve the 
assignment problem. Ismayilova et al [3] have developed a 0-1 multi objective model for the problem and 
applied a conic scalarization approach solving the problem in two stages. Üney and Karabulut [4] have 
developed a MILP model to solve the problem of assignment of workload to teaching assistants. Gunawan and 
Kien [5] have applied a Tabu Search algorithm and simulated annealing to solve the problem in two phases. A 
heuristic-based algorithm has been applied by Hoslny [6] considering the soft and hard constraints, which has 
been implemented using Ruby language. Qua et al [7] developed an algorithm to improve the teaching quality 
without increase in overall teaching load. Domenech and  Lusa [8] have developed a MILP model and applied 
heuristic algorithms to solve the problem. Faudzi et al [9] have discussed various approaches to solve the 
teacher assignment problem elaborating on the soft and hard constraints. 

In all the research work done till date the developed programs consider only general factors and have no 
scope for customization based on specific local conditions. It has been found that optimization of assignment 
allocation cannot be fully achieved by only considering these general factors. Rather, optimum assignment is 
possible only if local factors, which are peculiar to a particular college or university, are considered while assigning 
subjects using mathematical programming.  This paper aims at optimally managing allocation of subjects through 
mathematical programming especially in view of the factors that dictate such allocation in various departments 
of an institution. 
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METHODOLOGY 

The methodology of the work can be divided into following steps: 
 Acquisition of constraint(s) specific to the various departments of the institution. 
 Determining mathematical tools best applicable for optimizing subject assignment to faculty members.  
 Formulating a linear programming model based on the selected mathematical tool(s) while using both 

general constraints and those constraints which are specific to the departments of the institution. 
 Solving the linear programming model as mentioned above using Lingo [10]. 

MODEL DEVELOPMENT 

Requirements  

 There will be 6 working days. 
 Each teacher works for only 5 days. 
 Each subject must be assigned to some teacher according to workload distribution. 
 No classroom is allotted to more than one teacher or subject at same time. 
 No subject is assigned to more than 1 teacher in the same slot. 
 No year is allotted to more than one teacher or subject at same time. 
 There are only 6 classrooms. 

 

Parameters 

i ={1,2,...,m} be the set of teachers, 
j ={1,2,...,n} be the set of subjects, 
t ={1,2,...,s} be the set of time slots, 
 

Decision variables 

Y(i, j)  =  

 

Z(j, t)  =  

 

X(i, j, t)  =  

 
The study is conducted to generate time table for 6 faculty members teaching 12 subjects. 
In order to reduce the amount of text on the final time table enumerated, following abbreviations have been 
used: 

 

Teachers 

Teacher 1 is denoted as T1, Teacher 2 is denoted as T2, Teacher 3 is denoted as T3, Teacher 4 is denoted as 
T4, Teacher 5 is denoted as T5 and Teacher 6 is denoted as T6. 
 

Subjects 

1- 
2- 

Alg : Algebra, I Year 
Cal: Calculus, I Year 
DE: Differential Equations, I Year 
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3- 
4- 
5- 
6- 
7- 
8- 
9- 
10- 
11- 
12- 

MCal: Multivariate Calculus, II Year 
RAnal: Real Analysis, II Year 
MSpace: Metric Spaces, II Year 
NMethods: Numerical Methods, II Year 
LPP: Linear Programming Problems, III Year 
Complex: Complex Analysis, III Year 
Discrete: Discrete Mathematics, III Year 
NTheory: Number Theory, III Year 
Crypto: Cryptography, III Year  

 

Time Slots 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 1 2 3 4 5 6 7 8 
Tues 9 10 11 12 13 14 15 16 
Wed 17 18 19 20 21 22 23 24 
Thurs 25 26 27 28 29 30 31 32 
Fri 33 34 35 36 37 38 39 40 
Sat 41 42 43 44 45 46 47 48 

Preference Tables 

For each faculty member the following preferences are provided for the various time slots during the week, 
the lowest being the most preferred. 

The off-days have been provided as follows: 
 For teachers numbered 1-5, it’s Saturday  
 For teacher numbered 6, it’s Monday  

Teacher 1 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 1 2 3 4 5 6 7 8 
Tues 1 2 3 4 5 6 7 8 
Wed 1 2 3 4 5 6 7 8 
Thurs 1 2 3 4 5 6 7 8 
Fri 1 2 3 4 5 6 7 8 
Sat 25 20 30 40 50 60 70 88 

 
 
Teacher 2 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 8 7 6 1 2 3 4 5 
Tues 8 7 6 1 2 3 4 5 
Wed 8 7 6 1 2 3 4 5 
Thurs 8 7 6 1 2 3 4 5 
Fri 8 7 6 1 2 3 4 5 
Sat 50 50 50 50 50 50 50 50 
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Teacher 3 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 1 2 3 4 5 6 7 8 
Tues 1 2 3 4 5 6 7 8 
Wed 1 2 3 4 5 6 7 8 
Thurs 1 2 3 4 5 6 7 8 
Fri 1 2 3 4 5 6 7 8 
Sat 20 30 40 50 60 70 80 90 

 
 

Teacher 4 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 8 7 6 5 4 3 2 1 
Tues 8 7 6 5 4 3 2 1 
Wed 8 7 6 5 4 3 2 1 
Thurs 8 7 6 5 4 3 2 1 
Fri 8 7 6 5 4 3 2 1 
Sat 80 20 25 25 25 30 99 99 

 
 

Teacher 5 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 4 5 6 1 2 3 7 8 
Tues 4 5 6 1 2 3 7 8 
Wed 4 5 6 1 2 3 7 8 
Thurs 4 5 6 1 2 3 7 8 
Fri 4 5 6 1 2 3 7 8 
Sat 10 10 10 10 10 10 10 10 

 
 

Teacher 6 

Days 8:00-
9:00 

9:00-
10:00 

10:00-
11:00 

11:00-
12:00 

12:00-
1:00 

1:00-
2:00 

2:00-
3:00 

3:00-
4:00 

Mon 50 50 50 50 50 50 50 50 
Tues 1 2 3 4 5 6 7 8 
Wed 1 2 3 4 5 6 7 8 
Thurs 1 2 3 4 5 6 7 8 
Fri 1 2 3 4 5 6 7 8 
Sat 1 2 3 4 5 6 7 8 
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Classes assigned to each teacher 

   Teacher 
         No. 
Subject  
No. 

 1  2  3  4  5  6 Total 

1 5      5 

2  5     5 

3   5    5 

4    5   5 

5     5  5 

6      5 5 

7 3   2   5 

8  3   2  5 

9   3 1 1  5 

10 1  1   3 5 

11  1  3  1 5 

12     3 2 5 

Total 9 9 9 11 11 11 60 

 

PROBLEM FORMULATION 

The objective of the problem would be to minimize the preference of each teacher, i=1, 2, 3,4,5,6. 
As it is a multiple objective linear programming problem, we would convert it to a single objective problem by 
multiply preference for each teacher by specified weights assigned according to seniority. 

The following weighing vector has been taken: A = (0.3, 0.2, 0.2, 0.1, 0.1, 0.1) 
 

Objective function: 

 

Constraints:  

1. To ensure that for each i, j, t,  X (i, j, t) is assigned values 0 or 1: 
  

2.  To ensure that teachers are assigned lectures according to distribution: 

 

3.  To ensure that teachers are not assigned more than 1 lecture in the same slot: 
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4.  To ensure that same subject is not assigned to more than 1 teacher in the same slot: 

 

5.  Room Constraint: 

 

6. To ensure that each year is assigned atmost 1 lecture in a particular time slot. 
      The sets containing subject numbers for each of the 3 years I, II and III, respectively are as follows: 

SET I = {1, 2, 3} 
SET II = {4, 5, 6, 7} 

SET III = {8, 9, 10, 11, 12} 

 

 

 

 

SOLUTION 

The above problem has been solved using LINGO18 software and the following solution has been 
generated: 
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X[[ 1, 1, 1]]= 1  X[[ 4, 4, 6]]= 1  
X[[ 1, 1, 2]]= 1  X[[ 4, 4, 15]]= 1  
X[[ 1, 1, 17]]= 1  X[[ 4, 4, 16]]= 1  
X[[ 1, 1, 26]]= 1  X[[ 4, 4, 23]]= 1  
X[[ 1, 1, 34]]= 1  X[[ 4, 4, 39]]= 1  
X[[ 1, 7, 9]]= 1  X[[ 4, 7, 7]]= 1  
X[[ 1, 7, 10]]= 1  X[[ 4, 7, 31]]= 1  
X[[ 1, 7, 25]]= 1  X[[ 4, 9, 40]]= 1  
X[[ 1, 10, 33]]= 1  X[[ 4, 11, 8]]= 1  

X[[ 4, 11, 24]]= 1  
X[[ 2, 2, 12]]= 1  X[[ 4, 11, 32]]= 1  
X[[ 2, 2, 20]]= 1    

X[[ 2, 2, 28]]= 1  X[[ 5, 5, 4]]= 1  
X[[ 2, 2, 29]]= 1  X[[ 5, 5, 5]]= 1  
X[[ 2, 2, 36]]= 1  X[[ 5, 5, 13]]= 1  
X[[ 2, 8, 4]]= 1  X[[ 5, 5, 21]]= 1  
X[[ 2, 8, 5]]= 1  X[[ 5, 5, 37]]= 1  
X[[ 2, 8, 13]]= 1  X[[ 5, 8, 20]]= 1  
X[[ 2, 11, 21]]= 1  X[[ 5, 8, 29]]= 1  

X[[ 5, 9, 28]]= 1  
X[[ 3, 3, 9]]= 1  X[[ 5, 12, 6]]= 1  
X[[ 3, 3, 10]]= 1  X[[ 5, 12, 12]]= 1  
X[[ 3, 3, 18]]= 1  X[[ 5, 12, 36]]= 1  
X[[ 3, 3, 25]]= 1    

X[[ 3, 3, 33]]= 1  X[[ 6, 6, 11]]= 1  
X[[ 3, 9, 1]]= 1  X[[ 6, 6, 17]]= 1  
X[[ 3, 9, 17]]= 1  X[[ 6, 6, 26]]= 1  
X[[ 3, 9, 26]]= 1  X[[ 6, 6, 33]]= 1  

X[[ 6, 6, 42]]= 1  
X[[ 6, 10, 9]]= 1  
X[[ 6, 10, 10]]= 1  
X[[ 6, 10, 18]]= 1  
X[[ 6, 11, 25]]= 1  
X[[ 6, 12, 34]]= 1  
X[[ 6, 12, 41]]= 1  

 
Using the above allocation, the following time tables have been generated for the Department as a whole and 

for each teacher. Mathematica 9 software has been used for this purpose. 
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DEPARTMENT of MATHEMATICS 
****MASTER TIME TABLE**** 

 8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 
Mon T1 Alg, I 

Yr 
T1 Alg, I Yr  T2 LPP, III 

Yr 
T2 LPP, III 

Yr 
T4 

MultiCal, 
II Yr 

T4 
NumMethods, 

II Yr 

T4 
NumTheor

y, III Yr 
 T3 

Complex, 
III Yr 

T3 Discrete, 
III Yr 

 T5 RealAnal
II Yr 

T5 RealAnal, 
II Yr 

T5 Crypto, 
III Yr 

  

Tues T1 
NumMeth
ods, II Yr 

T1 
NumMethod

s, II Yr 

T6 
MetSpace, 

II Yr 

T2 Cal, I Yr T2 LPP, III 
Yr 

 T4 MultiCal, 
II Yr 

T4 
MultiCal, 

II Yr 
 T3 DE, I 

Yr 
T3 DE, I Yr  T5 Crypto, 

III Yr 
T5 RealAnal, 

II Yr 
   

 T6 
Discrete, 

III Yr 

T6 Discrete, 
III Yr 

      

Wed T1 Alg, I 
Yr 

T3 DE, I Yr  T2 Cal, I Yr T2 
NumTheory, 

III Yr 

 T4 MultiCal, 
II Yr 

T4 
NumTheor

y, III Yr 
 T3 

Complex, 
III Yr 

T6 Discrete, 
III Yr 

 T5 LPP, III 
Yr 

T5 RealAnal, 
II Yr 

   

 T6 
MetSpace, 

II Yr 

       

Thur T1 
NumMeth
ods, II Yr 

T1 Alg, I Yr  T2 Cal, I Yr T2 Cal, I Yr  T4 
NumMethods, 

II Yr 

T4 
NumTheor

y, III Yr 
 T3 DE, I 

Yr 
T3 

Complex, III 
Yr 

 T5 Complex,
III Yr 

T5 LPP, III 
Yr 

   

 T6 
NumTheor

y, III Yr 

T6 
MetSpace, II 

Yr 

      

Fri T1 
Discrete, 

III Yr 

T1 Alg, I Yr  T2 Cal, I Yr T5 RealAnal, 
II Yr 

 T4 MultiCal, 
II Yr 

T4 
Complex, 

III Yr 
 T3 DE, I 

Yr 
T6 Crypto, 

III Yr 
 T5 Crypto, 

III Yr 
    

 T6 
MetSpace, 

II Yr 

       

Sat T6 Crypto, 
III Yr 

T6 
MetSpace, II 

Yr 

      

 
 

DEPARTMENT of MATHEMATICS 
****Teacher 1**** 

 8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 
Mon    Alg, I Yr    Alg, I Yr       

         

Tues 
   
NumMeth
ods, II Yr 

   
NumMethod
s, II Yr 

      

       
Wed Alg, I Yr        

Thur 
   
NumMeth
ods, II Yr    Alg, I Yr 

      

         

Fri Discrete, 
III Yr    Alg, I Yr 

      

         
Sat         
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DEPARTMENT of MATHEMATICS 
****Teacher 2**** 

 8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 

Mon         
 LPP, III 

Yr LPP, III Yr    

       
Tues          Cal, I Yr LPP, III Yr    

     

Wed    Cal, I Yr NumTheory
, III Yr 

   

     
Thur          Cal, I Yr Cal, I Yr    

           
Fri  Cal, I Yr    

           
Sat         

 
 

DEPARTMENT of MATHEMATICS 
****Teacher 3**** 

 8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 

Mon Complex, 
III Yr 

Discrete, III 
Yr 

      

       
Tues DE, I Yr DE, I Yr       

       

Wed Complex, 
III Yr DE, I Yr       

       

Thur DE, I Yr Complex, III 
Yr 

      

       
Fri DE, I Yr       

       
Sat       

 
 

DEPARTMENT of MATHEMATICS 
****Teacher 4**** 

 8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 

Mon   

   
MultiCal, 

II Yr 
NumMethod

s, II Yr 

     
NumThe
ory, III 
Yr  

     

Tues   
   MultiCal, II 

Yr 
MultiCal, 

II Yr 
       

Wed   

    MultiCal, II 
Yr 

NumThe
ory, III 

Yr 
     

Thur   

    
NumMethod

s, II Yr 

     
NumThe
ory, III 
Yr  

       

Fri   
    MultiCal, II 

Yr 
Complex, 

III Yr 
       

Sat       
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DEPARTMENT of MATHEMATICS 
****Teacher 5**** 

8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 

Mon RealAnal, 
II Yr 

RealAnal, II 
Yr 

 Crypto, 
III Yr  

Tues Crypto, III 
Yr 

RealAnal, II 
Yr 

Wed LPP, III 
Yr 

RealAnal, II 
Yr 

Thur Complex, 
III Yr LPP, III Yr 

Fri Crypto, III 
Yr 

RealAnal, II 
Yr 

Sat 

DEPARTMENT of MATHEMATICS 
****Teacher 6****

8:00-9:00 9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00 1:00-2:00 2:00-3:00 3:00-4:00 
Mon 

Tues Discrete, 
III Yr 

Discrete, III 
Yr 

MetSpace, 
II Yr 

Wed MetSpace, 
II Yr 

Discrete, III 
Yr 

Thur NumTheor
y, III Yr 

MetSpace, II 
Yr 

Fri MetSpace, 
II Yr 

Crypto, III 
Yr 

Sat Crypto, III 
Yr 

MetSpace, II 
Yr 

CONCLUSION 
The paper has provided an optimal solution to assignment of subjects to faculty members of an institution 

based on the constraints and restrictions specific to said college. The developed model would be able to 
improve the assignment of subjects and would even be one step forward towards automation of said 
assignment using programming. There are some ideas that we would have liked to try regarding this paper 
in future given as follows: to add more courses in future, to create more user friendly interface so that 
teachers of any department can make the assignment conveniently and to explore if the model is scalable so 
that it can be extended for the entire institution. 
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Abstract 

The existing marketing literature of Bass’s innovation -diffusion model and many of its extended forms have been 

applied to depicting and predicting adoption curve for products. The loyalty towards a brand is often reflected when 

the products are bought by the consumer. In such cases, the theory of repeat purchasing exists and the higher is the 

repeat purchase value, it can be said that the better a firm is doing to keep customers loyal. In this paper, we use the 

concept of repeat purchase in an innovation and diffusion model based on 𝐼�̂�𝑜 type of stochastic differential equation 

(SDE). Its applicability and accuracy is illustrated by means of new product sales data. Predictive validity and mean 

square error have been used to check the validity of the proposed model. It has been shown that proposed model 

performs comparatively better than SDE-based Bass innovation and diffusion model. 

Keywords: 
Innovation and diffusion model, Stochastic Differential equations, Repeat Purchasing 

1. Introduction

In today’s era of globalization, new products and technologies are being launched every day in the market by 

individuals, companies or organizations to keep up with the market and to save themselves from decline/fall. The 

major reasons why innovation is a survival skill are increasing competition, increased globalization, advanced 

technology, free trade, increased consumer expectations, changed workforce demographics, better communication 

channels and shorter life cycle of the products. However, at the same time, in the development and promotion of 

new product, risk of financial loss is also involved which calls for a judicious planning, risk analysis, market 

research and scientific decision–making. 

Diffusion theory is a technique which describes how, why and at what rate a new product, idea or a service will be 

adopted in the society among consumers known as the potential adopter population. Since its introduction in 1960s, 

research work has been done by many of the researchers of various different fields to develop analytical models to 

predict the adoption of a new product amongst the potential consumers of the social system, Bass (1969) model 
being the earliest and most widely used for describing the diffusion of innovation. The diffusion of innovation is a 

process by which an innovation or an idea is communicated through certain channels over a period of time among 

the members of the social system. The main four diffusion variables in a diffusion process are firstly, the innovation 

itself, which is an idea, time, a practice or an object which is professed to be new by an individual, members of the 

social system or any other unit of adoption. The channels of communication are the means by which information is 

spread into or with in social system. Time is the rate at which innovation is diffused into the social system or is 

accepted by the members of the system. Individuals, companies and organizations which share a common culture 

and form a potential adopter population for innovation is known as the social system. 

In the last several years, a considerable body of literature in the areas of innovation diffusion has been studied in 
depth by researchers from different disciplines, social sciences, economics and marketing (Easingwood, Mahajan 

and Muller, 1983; Mahajan and Peterson, 1985; Rogers, 1983). The main focus of the diffusion models in marketing 

is related to modelling and forecasting of the diffusion of innovations. The diffusion of a new product in marketing 
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is related to penetration of market. During the early stage of the diffusion process, some individuals alone are 

involved in adoption of the product through the external influence. We refer to these individuals as innovators and 

imitators are those who adopt the product through internal influences. Later, imitators adopt the product through 

word of mouth from adopters.  

Since 1960s, a wide variety of pioneering work on diffusion processes has been studied in literature [Easingwood, 
Mahajan and Muller (1981, 1983), Floyd (1968), Lilien, Kotler and Moorthy(1998), Mahajan, Muller and Bass 

(1990), Mahajan and Peterson (1978) and Sharif and Ramanathan (1981)]. In general, they can be categorized into 

three categories viz. pure innovative, pure imitative and mixed influence. The Bass model (Bass, 1969) exhibits 

superior performance for the new product in predicting the sales growth phenomenon. To capture the variability in 

adoption behaviour of specific products, a number of modifications have been carried out in this model [Lilien, 

Kotler and Moorthy, 1998; Mahajan and Peterson, 1978, Easingwood, Mahajan and Muller, 1981; Floyd, 1968; 

Fisher and Pry (1971)]. Kapur et al (2004) proposed an alternative form of the Bass model by using a logistic time 

dependent rate function.  

 

However, the literature on innovation-diffusion models in marketing has ignored stochastic considerations. The 

adoption process behaves as a stochastic process in continuous state space, if adoption process has smaller 

increments in total adoption as compared to the potential adopter population. Kapur et al (2012) proposed stochastic 
differential based Bass model incorporating the concept of change point.   

 

The concept of repeat purchasing measures the loyalty of a consumer towards a particular brand as it is buying of a 

same product of the same brand name by a consumer which was bought by him earlier on a different occasion. 

Repeat purchasing is the most profitable way to increase revenue as it is easy to approach existing customers 

because of the connection that has already been made due to earlier purchases and also it costs more to attract new 

customers than to retain earlier customers. Therefore, a company or an organization needs to pay more attention 

towards the needs and demands of existing customers in order to increase repeat purchasing. In this paper, we 

extend the stochastic differential equation based Bass model using the concept of repeat purchasing in Innovation-

Diffusion model.  

 
The present paper is organized as follows. In section 2, we develop the framework of modeling of proposed model 

and solution of the proposed problem is obtained in closed form. Section 3 contains the parameter estimation results 

and goodness of fit curves. Section 4 concludes the paper. 

 

2 Model Development 

 
New products are being launched every day in market to meet the demands of consumers under the specified market 

conditions. The loyalty towards a brand is often reflected when the products are bought by the consumer. In such 

case, the theory of repeat purchasing exists and is an important real life phenomenon. Here, we develop a stochastic 
differential equation based innovation diffusion model for describing the diffusion of a new product due to both 

external and internal influences in market, considering repeat purchase. We assume that the size of the potential 

adopter population remains constant throughout of the product life cycle as determined in the beginning of the 

adoption process and repeat purchasing is influenced by both internal and external factors affecting first purchase. 

The successive increase in the number of adopters may consist of first purchase as well as repeat purchase of a 

product. If the product under considerations has a large life cycle, then as the time progresses, the adoption process 

has smaller increments in total adoption as compared to the potential adopter population. In such cases, adoption 

process defined by {𝑁(𝑡), 𝑡 ≥ 0} behaves as a stochastic process with continuous state space.  The rate of adoption 

of the product considering repeat purchase is described by the following differential : 
𝑑𝑁(𝑡)

𝑑𝑡
= 𝑟(𝑡)[𝑁 − (1 − 𝑔)𝑁(𝑡)]         (1) 

Where 𝑔(0 < 𝑔 < 1) denotes proportion of the total adoption which is susceptible to repeat purchasing at any 

instant of time and 𝑟(𝑡) is a product adoption rate per remaining potential adopter at time t whose behaviour is not 

completely known since it is subject to random changes due to large number of factors such as promotional 

expenditure, product quality, change in customer preferences or competitors’ strategies. Thus, 𝑟(𝑡) = 𝑏(𝑡) + 𝑛𝑜𝑖𝑠𝑒 

and equation (1) becomes: 
𝑑𝑁(𝑡)

𝑑𝑡
= (𝑏(𝑡) + 𝑛𝑜𝑖𝑠𝑒)[𝑁 − (1 − 𝑔)𝑁(𝑡)]        (2) 
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Where the term “noise” is denoted by “𝜎𝛾(𝑡)”, 𝛾(𝑡) being the standard Gaussian white noise and 𝜎(> 0) is the 

magnitude of the irregular fluctuations. Hence, equation (2) can be written as  
𝑑𝑁(𝑡)

𝑑𝑡
= (𝑏(𝑡) + 𝜎𝛾(𝑡))[𝑁 − (1 − 𝑔)𝑁(𝑡)]       (3) 

Using stochastic differential equation of an 𝐼�̂�𝑜 type (Oksendal, 2003), equation (3) can be extended to the following 

𝑑𝑁(𝑡) = [𝑏(𝑡) −
1

2
𝜎2] [𝑁 − (1 − 𝑔)𝑁(𝑡)]𝑑𝑡 + 𝜎[𝑁 − (1 − 𝑔)𝑁(𝑡)] 𝑑𝑊(𝑡)   (4) 

Where 𝑊(𝑡) is a one-dimensional Wiener process which is formally defined as an integration of the white noise 

𝛾(𝑡)with respect to time 𝑡. Using 𝐼�̂�𝑜 formula, solution to equation (4) with initial condition 𝑁(0) = 0, is given by: 

𝑁(𝑡) =
�̅�

(1−𝑔)
[1 − exp {(1 − 𝑔) ∫ 𝑏(𝑥)

𝑡

0
 𝑑𝑥 + 𝜎 𝑊(𝑡)}]     (5) 

 

In this proposed model, it is assumed that the product adoption rate  𝑟(𝑡) may change at any time moment and it can 

be defined as  
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Here we consider the case when the irregular fluctuations in adoption rate are same before and after the change-

point. The corresponding stochastic differential equation for product adoption process can be written as  
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Therefore, the transition probability distribution of the above is obtained as follows.  
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We consider the mean number adopters of product up to time t. As we know that the Brownian motion or Weiner 

Process follows normal distribution, thus the mean number of adopters is given as 
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3. Data Analysis and Model Validation 
 

In order to test the validity and measure the performance of the proposed model, we have estimated the parameters 

of the proposed model on sales data of four products namely  IBM Systems-in-use Generation-I (USA),sales data for 

air conditioners, telephone answering machine and colour television receivers cited in Kapur et al.(2012). 

Table1gives the description of all the four datasets with position of change point 𝜏. The marketing strategy and 

promotional effort can be traced all the time during the life cycle of the product. The position of change point in 

adoption curve can be located by the analysis of adoption curve. Here, change points for the DS-I and DS-II has 

been fixed as eight and seventh year respectively. The proposed model chosen for comparative analysis is non-linear 

in nature so that method of non-linear regression applies for the estimation of parameters. We have estimated the 

parameters of the proposed model using SPSS tool based on nonlinear least square method. SPSS is statistical 
software package widely used for quantitative research. The applicability of the proposed model is determined by its 

ability of fitness on data used for analysis. For the comparison criteria, coefficient of multiple determination (𝑅2) 

and mean square error (MSE) has been used for goodness of fit of the proposed model.  

 

3.1 Data description and estimation results  
Table 1 gives the description of all four datasets.  The values of estimated parameter of the proposed model 

incorporating repeat purchase given by equation (9) and without repeat purchase by Kapur et al (2012) for the all the 

data sets are given in Table2. The position of change point 𝜏 for all four data sets has been fixed as follow: 

 

Data Set Product Position of change point 

DS-I IBM Systems-in-use Generation-I 𝜏 = 8 

DS-II Room Air Conditioner 𝜏 = 7 

DS-III Colour Television 𝜏 = 6 

DS-IV Telephone answering machine 𝜏 = 8 

 

 

Table1: Data Description 

 
DS-I DS-II DS-III DS-IV 

1955 

1956 

1957 

1958 

1959 
1960 

1961 

1962 

1963 

1964 

1965 

1966 

1967 

1968 

1969 

1970 
1971 

1972 

1973 

1974 

1975 

190 

750 

1750 

3430 

5972 
8612 

10962 

12782 

13952 

14702 

15157 

15460 

15663 

15833 

15882 

15911 
15925 

15931 

15935 

15939 

15942 

1 

2 

3 

4 

5 
6 

7 

8 

9 

10 

11 

12 

13 

 

96 

291 

529 

909 

1954 
3184 

4451 

6279 

7865 

9538 

11338 

12918 

14418 

 

1 

2 

3 

4 

5 
6 

7 

8 

9 

10 

147 

585 

1332 

2795 

5441 
10559 

16336 

22318 

28280 

32911 

1 

2 

3 

4 

5 
6 

7 

8 

9 

10 

400 

895 

1474 

2171 

3039 
5133 

7761 

11067 

15877 

21432 
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Table2: Parameter Estimates and Comparison Criteria 

Model under 

comparison 

Parameter 

estimation 

Data Set 

DS-I DS-II DS-III DS-IV 

Kapur et al (2012) 𝑁 15933 18433 39787 54494 

𝑏1 .582565031 .232691 .580456 .024698 

𝑏2 .607863052    .371327 .631201 .459274 

𝛽1 23 14.8352 81.7412 1.04024 

𝛽2 27 30.6128 107.825 151.902 

𝜎 .132312    .113935 .111836 .000051 

𝑅2 .99974 .99934 .99970 .99969 

𝑀𝑆𝐸 9154.32 10214.04 21021.02 7536.23 

Proposed Model  𝑁 15933.023 22373.478 40000.000 84885.314 

𝑏1 .616 .376 .600 .312 

𝑏2 .559 .248 .627 .335 

𝛽1 26.225 36.724 81.741 60.520 

𝛽2 26.971 9.180 107.821 66.139 

𝜎 .199 .101 .112 .044 

𝑔 .001 .013 .006 .009 

𝑅2 .99996 .99972 .99974 .99989 

𝑀𝑆𝐸 1391.947 6704.002 43849.75 46322.9 

 

 

3.2. Goodness of Fit Curves 

The following figures show the goodness of fit of Bass model and the proposed model graphically.  

 

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Actual values

Estimated values

Goodness-of-fit of Proposed Model DS-I

S
a
le

s
 (
V

o
lu

m
e
)

Years

0

2000

4000

6000

8000

10000

12000

14000

16000

1 2 3 4 5 6 7 8 9 10 11 12 13

Actual Values

estimated values

S
a
le

s
 

(V
o
lu

m
e
)

Goodness-of-fit of Proposed Model DS-II

Years  
                                Fig 1: For DS-1                                                                     Fig 2: For DS-II 

0

5000

10000

15000

20000

25000

30000

35000

1 2 3 4 5 6 7 8 9 10

actual values

estimated values

Goodness-of-fit of Proposed Model DS-III

S
a
le

s
 (
V

o
lu

m
e
)

Year

s                

0

5000

10000

15000

20000

25000

1 2 3 4 5 6 7 8 9 10

Actual Values

Estimated values

Goodness-of-fit of Proposed Model DS-IV

S
a
le

s
 (
V

o
lu

m
e
)

Years
 

                                 Fig3: For DS-III             Fig4: For DS-IV 

935



Proceedings of the International Conference on Industrial Engineering and Operations Management 

Bandung, Indonesia, March 6-8, 2018 

© IEOM Society International 

 
 

4. Discussion and Conclusion  
In Table 2, we summarize the values of parameter estimation. From the Table 2, it can be seen that the proposed 

model describes the adoption growth and fits in all the data sets and performs better than Kapur et al (2012) 

stochastic differential based Bass model. If we discuss about the proposed model, we have seen that proposed model 

fits best in data set DS-I and DS-II with lower value of MSE and R2 in comparison to data set DS-III and DS-IV. 
Although the proposed model is not among the best fit for DS-III and DS-IV but gives better fit than Kapur et al 

(2012) model.  The proposed model describes the concept of repeat purchase growth in the adopter potential. From 

the Table 2, it has been observed that there is very low repeat purchase behaviour for the product as expected. As we 

observed that repeat purchase behaviour is more applicable to consumable product but it can’t be ignored for the 

case of technological consumer durable products.  

 

The loyalty towards a brand is often reflected when the products are bought by the consumer.  The adoption of 

newer version shows consumers’ loyalty for the firm’s products. To estimate the initial size of the potential 

population for the new products of the existing firm, measurement of loyal population for the same firm is very 

important. In such case, the theory of repeat purchasing is exist and the higher is the repeat purchase value, it can be 

said that the better a firm is doing to keep customers loyal. In this paper, we use the concept of repeat purchase in an 

innovation and diffusion model based on 𝐼�̂�𝑜 type of stochastic differential equation (SDE). Its applicability and 

accuracy is illustrated by means of new product sales data. Predictive validity and mean square error have been used 

to check the validity of the proposed model. It has been shown proposed model performs comparatively better than 

SDE-based Bass innovation and diffusion model 
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Abstract 
 
In this paper, we incorporate the idea of uncertainty in adoption process in innovation diffusion model in dynamic 
market. The diffusion process is sum of a deterministic component that is a function of cumulative adopters and a 
random fluctuation with intensity proportional to the cumulative adopters. The state of the system is modeled as a 
stochastic process which is governed by stochastic differential equation. The applicability and accuracy of model is 
illustrated by means of new product sales data. Predictive validity and mean square error have been used to check 
the validity of the proposed model. 
 
Keywords:  
Innovation and diffusion model, Stochastic Differential equations, random fluctuation  
 
1. Introduction  
 
The increased technical advancements have resulted in an outburst of production and flow of more goods and 
efficient services in the market. Globalization has played a major role in spreading consumer awareness, thereby 
making it essential for business firms to come up with new and better business ideas. With increased customer 
demands and expectations, there is a constant need of having new and more effective products. This process of 
creating something new and advanced is termed as innovation.  
 
Once the new idea or product is formalized, the next step is to make it acceptable to the population of the respective 
social system. This process is termed as diffusion of Innovation. Diffusion theory analyses the causes and the pace at 
which the new commodity or service is being adopted by the customers in a society. These customers constitute the 
potential adopter population. Prediction of the adoption rate of a new product by the potential customers of the 
social system has been a topic of research among researchers belonging to varied fields since 1960. The most basic 
and popular innovation diffusion model was given by Bass (1969). This model has been further enhanced to 
incorporate various cases. The diffusion process gets influenced by various factors. The four important variables 
being the innovation itself, the means of communication via which the information is conveyed to the potential 
customers, the rate at which the innovation is adopted by the population and the social system comprising of 
individuals and organisations.  
 
During the last few decades, the innovation diffusion models have been extensively studied and a considerable 
amount of research has been done by people from different fields like marketing, social sciences and economics 
(Easingwood, Mahajan and Muller, 1983; Mahajan and Peterson, 1985; Rogers, 1983). Numerous mathematical 
models have been given to study the process of diffusion of innovations which are also used for the purpose of 
prediction. Initially, the members of the potential adopter population are influenced by external factors to adopt the 
product. They are referred as innovators. Later through their word of mouth, they influence more individuals to 
adopt the product. These members who are influenced by internal factors are known as imitators.  
 
The initial steps to study the diffusion process were taken by Easingwood, Mahajan and Muller (1981, 1983), Floyd 
(1968), Lilien, Kotler and Moorthy(1998), Mahajan , Muller and Bass (1990), Mahajan and Peterson (1978) and 
Sharif and Ramanathan(1981). The models undertaken were broadly categorized on the basis of three types of 
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adopters: those which studied population consisting of only innovators, those which consist of only imitators and 
those which consider individuals under mixed influence. The Bass model (Bass, 1969) focuses on the timing of the 
first purchase of new goods, thereby examining the process of diffusion and predicting the sales growth 
phenomenon. This model was further modified by researchers to incorporate various fluctuations in the adoption 
behaviour of specific products. Lilien, Kotler and Moorthy, 1998; Mahajan and Peterson, 1978, Easingwood, 
Mahajan and Muller, 1981; Floyd, 1968; Fisher and Pry(1971). Kapur et al (2004) proposed an alternative form of 
the Bass model by using a logistic time dependent rate function.  

The models considered earlier assumed that the size of the potential adopter population remains constant throughout 
of the product life cycle as determined in the beginning of the adoption process. But in certain cases the variability 
in the adoption process in innovation diffusion model may incorporate dynamic potential market. The diffusion 
process considered in this paper is a combination of a deterministic component that is a function of cumulative 
adopters and a random fluctuation with intensity proportional to the cumulative adopters. The state of the system is 
modelled as a stochastic process which is governed by stochastic differential equation. The applicability and 
accuracy of model is illustrated by means of new product sales data. Predictive validity and mean square error have 
been used to validate the proposed model. Noise in the adoption rate incorporating Repeat Purchasing has been 
studied by Chaudhary et al (2018). 

The present paper is organized as follows. In section 2, we develop the framework of modeling of proposed model 
and solution of the proposed problem is obtained in closed form. Section 3 contains the parameter estimation results. 
Section 4 concludes the paper. 

2. Model Development

With the advancement in technology, new products are being brought in the market regularly to cater the demands 
of the consumers. Prior models assumed that the size of the potential adopter population remains deterministic 
throughout of the product life cycle as determined in the beginning of the adoption process. The model considered 
here deals with a more realistic state of dynamic potential market. Here, we incorporate the effect of uncertainty in 
adoption system due to the size of the noise in system and the adoption process defined by {𝑁𝑁(𝑡𝑡), 𝑡𝑡 ≥ 0} behaves as 
a stochastic process with continuous state space. Then adoption rate of the product with noise in system is defined 
by 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=  𝑏𝑏
1+𝛽𝛽1𝑒𝑒−𝑏𝑏𝑡𝑡

�𝑁𝑁� − 𝑁𝑁(𝑡𝑡)� + "noise" 𝑁𝑁(𝑡𝑡) (1) 

Where the multiplicative “noise” term is denoted by “𝛽𝛽 𝛾𝛾(𝑡𝑡)” being standard Gaussian white noise and𝛽𝛽 > 0 is the 
measure of the irregular fluctuations of the size of the noise of the system. Now, the uncertainty in the adoption 
process is reflected by the following Stochastic Differential Equation: 

𝑑𝑑𝑁𝑁(𝑡𝑡) = 𝑏𝑏
1+𝛽𝛽1𝑒𝑒−𝑏𝑏𝑡𝑡

�𝑁𝑁� − 𝑁𝑁(𝑡𝑡)�𝑑𝑑𝑡𝑡 + 𝛽𝛽𝑁𝑁(𝑡𝑡)𝑑𝑑𝑑𝑑(𝑡𝑡) (2) 

Where 𝑁𝑁� is the expected potential adopter population, and  𝑑𝑑(𝑡𝑡) is a one-dimensional Wiener process which is 
formally defined as an integration of the white noise with respect to time 𝑡𝑡. Using 𝐼𝐼𝑡𝑡𝑜𝑜� formula (Oksendal,2005), 
solution to equation (2) with initial condition 𝑁𝑁(0) = 0, is given by: 

𝑁𝑁(𝑡𝑡) = 𝑁𝑁�𝐹𝐹𝑑𝑑−1 ∫ 𝑟𝑟(𝑠𝑠)𝐹𝐹𝑠𝑠𝑑𝑑𝑠𝑠
𝑑𝑑
0            (3) 

Where 𝐹𝐹𝑑𝑑 = e�∫ 𝑟𝑟(𝑠𝑠)𝑑𝑑𝑠𝑠+𝛽𝛽
2

2 𝑑𝑑
𝑡𝑡
0 −𝛽𝛽𝛽𝛽(𝑑𝑑)�

The solution to the above equation from (3) can now be written as: 

𝑁𝑁(𝑡𝑡) = 𝑁𝑁� 𝑏𝑏
𝑒𝑒𝑏𝑏𝑡𝑡+𝛽𝛽1

e−
𝛽𝛽2

2 𝑑𝑑+𝛽𝛽𝛽𝛽(𝑑𝑑) ∫ e
𝛽𝛽2

2 𝑠𝑠−𝛽𝛽𝛽𝛽(𝑠𝑠)+𝑏𝑏𝑠𝑠 dst
0  (4) 

We consider the mean number adopters of product up to time t. As we know that the Brownian motion or Weiner 
Process follows normal distribution. Thus, the mean number of adopters is given as 

 𝐸𝐸[𝑁𝑁(𝑡𝑡)] = 𝑁𝑁�  𝑏𝑏
�𝑏𝑏+𝛽𝛽2�

�1−𝑒𝑒−�𝑏𝑏+𝛽𝛽2�𝑡𝑡
�

(1+𝛽𝛽1𝑒𝑒−𝑏𝑏𝑡𝑡)
(5) 
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3. Data Analysis and Model Validation 
 
The proposed model has been tested and its effectiveness has been justified by estimating the parameters on sales 
data of three commodities namely IBM Systems-in-use Generation-I (USA), air conditioners and telephone 
answering machine cited in Kapur et al. (2012). Table1given below provides the sales data for these products. The 
marketing strategy and efforts made to promote the product are observed throughout the product’s life cycle. SPSS 
software has been used to estimate the parameters of the given model which uses the least square technique. It is a 
software used for statistical analysis of data. The usefulness and relevance of the model is established by testing how 
well it fits the data. To test the goodness of fit of the proposed model, multiple determination (𝑅𝑅2) and mean square 
error (MSE) has been used. 
 
3.1 Data description and estimation results  
Table 1 gives the description of the datasets.  The values of estimated parameter of the proposed model given by 
equation (5) for the all the data sets are given in Table2. 
 

Table1: Data Description 
DS-I DS-II DS-III 

1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 

190 
750 
1750 
3430 
5972 
8612 
10962 
12782 
13952 
14702 
15157 
15460 
15663 
15833 
15882 
15911 
15925 
15931 
15935 
15939 
15942 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
 

96 
291 
529 
909 
1954 
3184 
4451 
6279 
7865 
9538 
11338 
12918 
14418 
 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

147 
585 
1332 
2795 
5441 
10559 
16336 
22318 
28280 
32911 

 
Table2: Parameter Estimates for the Proposed Model 

Parameter 
estimation 

Data Set 
DS-I DS-II DS-III 

𝑁𝑁� 15861.293 17173.219 38464.122 
𝑏𝑏 0.649 0.434 .688 
𝛽𝛽 .00002543 .00002094 .00002184 
𝛽𝛽1 41.589 57.395 170.200 
𝑅𝑅2 .999473 .999682 0.999506 
𝑀𝑀𝑀𝑀𝐸𝐸 16615.66 31622.17 12115.22 
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3.2. Goodness of Fit Curves 
The following figures show the goodness of fit of the proposed model graphically.  
 

 

 
Fig3: For DS-III 

 
4. Discussion and Conclusion 
   
In this paper, we proposed an innovation-diffusion model to describe the effect of multiplicative noise in system that 
influences on adoption process. Most of the existing models in the literature assume absence of noise in adoption 
process while developing the model. Here, adoption rate process is sum of a deterministic component that is a 
function of cumulative adopters and a random fluctuation with intensity proportional to the cumulative adopters. 
The state of the system is modelled as a stochastic process which is governed by stochastic differential equation. Its 
applicability and accuracy is illustrated by means of new product sales data. Predictive validity and mean square 
error have been used to check the validity of the proposed model. We summarize the estimated values of parameters 
of the proposed model in Table 2. It can be seen that the proposed model describes the adoption growth and fits in 
all the three data sets. From the Table2, we have seen that proposed model fits best in data set DS-I and DS-III with 
lower value of MSE and R2 in comparison to data set DS-II.  
 
 

Fig 1: For DS-1 
 

Fig 2: For DS-II 
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Abstract  

 
With immense competition, coupled with short and unpredictable shelf life of products in some cases, companies rely 
upon diversifying their product range to disperse risk associated with failure of one product. Since pricing is also 
dynamic, varying with time, there is also a need for the companies to formulate appropriate pricing policies to 
maximize profits as against expenses incurred in promotion of multiple products. In this paper we device and analyze 
policies for promoting sales of multiple products in the market through optimal control theory problems. The main 
aim is to maximize profits while considering multiple product range, demand requirements and optimum pricing 
policy for an available budget for promotion. To be as near as possible to a real-life situation, the total available budget 
is taken to be imprecise. Further, optimal control model with fuzzy parameter is converted into crisp form by using 
both necessity and possibility constraints. The solution is derived using Pontryagin Maximum principle and the entire 
technique is illustrated by giving a numerical example.  
 
Keywords  
Fuzzy parameter, Optimal control problem, Multiple Item, Time dependent price 

 
1. Introduction 
Never keep all your eggs in the same basket. This is a famous saying that gives importance to diversifying risk and 
teaches not to put all stakes at one place. In today’s competitive times, a company does not rely on a single product 
for its business. To survive, it has become necessary that a company diversify its product range such that failure of 
one product does not fatally impact the company and the risk gets spread out over the entire product range. The shelf 
life of products is reducing with the advent of newer technologies and improvements. A product is replaced within a 
few months with a new product having significant improvements or advancement in technology. The new product 
could be from a competitor or the same company. Be that as it may be, with shorter shelf-lives, every manufacturer 
these days is manufacturing multiple products and allocating budgets for advertisement separately for each product 
with an aim to maximize profits. 
  
In the field of optimization, the role of optimal control theory has been very vital in dealing with problems that may 
have some dynamic parameters. Bass (1969) played a major role in providing with some basic models representing 
diffusion of innovation in markets, which, with some modifications, are relevant even till today. Numerous authors 
have carried out study of various factors on the diffusion of innovation of a new product. Effect of factors like price 
and publicity of the product has been studied by Robinson and Lakhani (1975) and Horsky and Simmon (1983), 
respectively.  
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Various advertising models which employ the technique of optimal control theory have studied by Little and Lodish 
(1969), Grosset and Viscolani (2005). Jha et al. (2009) in their model have partitioned the market into various 
homogenous clusters in order to provide better advertising strategies. 
 
The above mentioned models had assumed all parameters to be defined crisply. But in a lot of situations there may be 
some uncertainty associated with the parameters used. To deal with such impreciseness, Zadeh (1965) had given the 
basic idea of fuzzy sets. His work in the field of fuzzy numbers and intervals provided means to tackle such vagueness.  
 
Application of optimal control theory techniques for analyzing a model with fuzzy objective function was illustrated 
by Filev & Angelov (1992). Later, Maity and Maiti (2005) have considered fuzzy production and inventory model for 
products which deteriorate with time. The use of optimal control theory in the area of portfolio optimization has been 
displayed by Zhu (2009). The model considered had fuzziness in the returns of assets.  
 
In the production models with fuzzy production costs Roul et al. (2019) have used the technique of optimal control 
theory aiming to minimize the production costs. Campos et al. (2020) have used fuzzy intervals to represent the 
imprecise parameters in a similar problem.  
 
Various production and inventory models which have employed the techniques of optimal control theory in the case 
when firms produce more than one product have also been given in the past. Parameters of purchasing cost, the amount 
invested and the storage capacity considered to be fuzzy in nature. The problems analyzed by Maity & Maiti (2007) 
and Mandal et al. (2010) study the effect of production of defective products on the entire process. They have further 
assumed parameters like storage and production costs to be fuzzy in nature. Mandal et. al. (2011) have studied another 
production problem which is associated with multiple products. The preparation time is taken as a variable and the 
space constraint is taken to be fuzzy in nature and an optimal control model is formulated for the problem and solved 
using Genetic Algorithm. An optimization problem for a multi-item inventory model is considered by Maiti (2020). 
Parameters of purchasing cost, the amount invested and the storage capacity considered to be fuzzy in nature. 
  
A product’s price does not remain static but varies with time depending upon various factors. Conventionally, price 
of a product has been dependent on demand and supply but with numerous substitutes available, demand for a 
particular product now also depends on the price and as more and more substitutes and options become available to a 
consumer, prices are varied over time to increase demand as against other choices. This paper aims to maximize profits 
for companies producing multiple products and allocates separate imprecise budget for advertisement of each product 
assuming that the price of each product varies with time. The maximization of profit is proposed through optimum 
control theory with fuzzy parameter being converted into crisp form by using both necessity and possibility constraints. 
This process of defuzzification is based on methods given by Dubois and Prade (1988,1997),  and Liu and Iwamura, 
(1998). The crisp model aiming to maximize profits is then solved by using Pontryagin’s maximum principle. 
 
2. Basic Concepts 
In this section some basic terms related to fuzzy sets will be introduced. 
 
2.1 Triangular Fuzzy Number 
 
A fuzzy set X̃ in R is said to be a triangular fuzzy number if its membership function is given by: 

   µX̃ (x) = 

⎩
⎪
⎨

⎪
⎧

0, 𝑥𝑥 < 𝑎𝑎1
𝑥𝑥−𝑎𝑎1
𝑎𝑎2−𝑎𝑎1

,   𝑎𝑎1 ≤ 𝑥𝑥 ≤ 𝑎𝑎2
𝑎𝑎3−𝑥𝑥
𝑎𝑎3−𝑎𝑎2

,   𝑎𝑎2 < 𝑥𝑥 ≤ 𝑎𝑎3
0, 𝑥𝑥 > 𝑎𝑎3

   

The number X̃ is denoted by the triplet (a1, a2, a3) and it’s membership function is in the form of a triangle, as depicted 
by figure 1. 
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Figure 1: Membership function for the triangular fuzzy number 
 

2.2 Operations on Fuzzy numbers 
 
Using Zadeh’s Extension principle given in Zadeh (1965), the fuzzy number X̃ * Ỹ is given by the membership 
function:                            

𝝁𝝁𝑿𝑿�∗𝒀𝒀�(𝒛𝒛) = 𝐬𝐬𝐬𝐬𝐬𝐬
𝒛𝒛=𝒙𝒙∗𝒚𝒚;𝒛𝒛∈𝑹𝑹

𝒎𝒎𝒎𝒎𝒎𝒎 �𝛍𝛍𝑿𝑿�(𝒙𝒙),𝛍𝛍𝒀𝒀�(𝒚𝒚)� 

For the proposed model we would be referring to triangular fuzzy numbers given by 𝐗𝐗� (a1, a2, a3) and Ỹ given by (b1, 
b2, b3). It can be shown that for these fuzzy numbers 𝑿𝑿� (+) Ỹ, 𝑿𝑿� (-) Ỹ, -𝑿𝑿�  and k𝑿𝑿� are also triangular fuzzy numbers 
with 𝑿𝑿� (+) Ỹ given by (a1 + b1, a2 + b2, a3 + b3), -Ỹ given by (-b3, -b2, -b1), K𝑿𝑿� given by (ka1, ka2, ka3), and 𝑿𝑿� (-) Ỹ 
given by (a1 − b3, a2 − b2, a3 − b1). 

 
2.3 Possibility and Necessity on Fuzzy numbers 
 
Let X̃ and Ỹ be two fuzzy numbers in R with membership functions µX̃(x) and µỸ(y). As given by Zadeh (1999), 
Dubois and Prade, (1988,1997) and Liu and Iwamura, (1998), the Possibility and Necessity of certain events in the 
fuzzy environment are given as follows: 
Pos (X̃ ≤ Ỹ) = sup{min(µX̃(x) , µỸ(y)) : x, y ∈ R, x ≤ y} 
Pos(X̃ < Ỹ)= sup{min(µX̃(x) , µỸ(y)) : x, y ∈ R, x < y} 
and Pos(X̃ = Ỹ)= sup{ µX(̃x) , µỸ(x)) : x ∈ R} 
If X̃=c is crisp real number, then the above possibilities become:  
Pos(c ≤ Ỹ)= sup{min(µỸ(y)) : x, y ∈ R, c ≤  y} 
Pos(c < Ỹ)= sup{min(µỸ(y)) : x, y ∈ R, c < y} 
and Pos(c = Ỹ)= µỸ(c) 
Further, the Necessity is defined as follows: 
Nes (X̃ *Ỹ)= inf {max(µX̃(x) , µỸ(y)) : x, y ∈ R, x ∗ y}, where * represents any one of the relational operators <, ≤, =, 
>, ≥. 
The necessary and possible events thus share a dual relationship given by 
Nes (𝑋𝑋� ∗  Ỹ)= 1- Pos (𝑋𝑋� ∗  Ỹ�������) 
In particular for two triangular fuzzy numbers 𝑋𝑋� = (X1, X2, X3) and Ỹ = (Y1, Y2, Y3) the value of Pos (X̃ ≤ Ỹ) is given 
by the following cases: 
 
Case 1: When X2 ≤ Y2, Pos (X̃ ≤ Ỹ) =1 
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Figure 2: Membership function for two triangular fuzzy numbers with X2 ≤ Y2 
 

Case 2: When X2 > Y2 and Y3 > X1, Pos(X̃ ≤ Ỹ) = δ, where δ = Y3−X1
X2−X1+Y3−Y2

 
 

 
 

Figure 3: Membership function for two triangular fuzzy numbers with X2 > Y2 and Y3 > X1 
 

Case 3: When X1 ≥ Y3, Pos(X̃ ≤ Ỹ) = 0 

 
 

Figure 4: Membership function for two triangular fuzzy numbers with X1 ≥ Y3 
 
Hence Pos(X̃ ≤ Ỹ) can be given as: 

Pos(X̃ ≤ Ỹ) =�
1       , 𝑋𝑋2  ≤  𝑌𝑌2

𝛿𝛿 =  𝑌𝑌3−𝑋𝑋1
𝑋𝑋2−𝑋𝑋1+𝑌𝑌3−𝑌𝑌2

     ,  𝑋𝑋2  >  𝑌𝑌2 𝑎𝑎𝑎𝑎𝑎𝑎 𝑌𝑌3  >  𝑋𝑋1
        0       ,   𝑋𝑋1  ≥   𝑌𝑌3      

                        (1) 

 

Proceedings of the 11th Annual International Conference on Industrial Engineering and Operations Management 
Singapore, March 7-11, 2021

© IEOM Society International 6189



3. Programming Problem in fuzzy environment 
 

Let us consider the following programming problem with fuzzy parameters: 
Maximize J 
subject to g ≤ Ỹ                                                                                     (FP) 
where J is the objective function and g is the constraint involving the fuzzy parameter Ỹ. 
To convert the constraints to their equivalent crisp versions, similar to the concepts given by Liu and Iwamura (1998), 
we can write the problem (FP) problem under necessity and possibility constraints as 
Maximize J 
subject to Nes{g ≤ Y�} ≥ η1  and/or Pos{g ≤ Y�} ≥ η2 
where η1 and η2 are predetermined confidence levels for the fuzzy constraint. 
 
4. Model Notations 
 
To formulate the model, the following notations have been used in the paper: 
 
𝑁𝑁      : the total number of products which is a discrete variable  
𝑋𝑋𝑖𝑖      : the total number of potential customers for the 𝑖𝑖𝑡𝑡ℎ product 
𝑥𝑥𝑖𝑖(𝑡𝑡): the sales for the 𝑖𝑖𝑡𝑡ℎ product at time t  
𝑢𝑢𝑖𝑖(𝑡𝑡): the promotional effort rate for the 𝑖𝑖𝑡𝑡ℎ product at time t  
𝑝𝑝𝑖𝑖       :  the coefficients of external influence for the 𝑖𝑖𝑡𝑡ℎ product   
𝑞𝑞𝑖𝑖      :  the coefficients of internal influence for the 𝑖𝑖𝑡𝑡ℎ product 
ϕ𝑖𝑖�𝑢𝑢𝑖𝑖(𝑡𝑡)� = 𝜖𝜖𝑖𝑖

2
𝑢𝑢𝑖𝑖2(𝑡𝑡) :   the promotional effort cost for the 𝑖𝑖𝑡𝑡ℎ product at time t 

𝑃𝑃𝑖𝑖(𝑡𝑡)  :  the sales price per unit for the 𝑖𝑖𝑡𝑡ℎ product at time t 
𝑎𝑎𝑖𝑖      : price parameter for the 𝑖𝑖𝑡𝑡ℎ product      
𝐶𝐶𝑖𝑖      :  the production cost for the 𝑖𝑖𝑡𝑡ℎ product 
𝑊𝑊�       : fuzzy variable representing the total available budget 
 
5. Model Development 
 
The model considered assumes that the firm produces N products. The firm puts in varied efforts to promote its 
products in the market and the objective is to maximize its profits. The total available budget for promotion is taken 
to be fuzzy in nature and the price of the products is taken to be varying with time. The control theory model for the 
above mentioned problem is formulated as follows: 
 
𝑀𝑀𝑎𝑎𝑥𝑥𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀𝑀𝑀 𝐽𝐽 = ∫ �∑ �(𝑃𝑃𝑖𝑖(𝑡𝑡) − 𝐶𝐶𝑖𝑖)𝑥𝑥�̇�𝚤(𝑡𝑡) −

ϵ𝑖𝑖
2
𝑢𝑢𝑖𝑖2(𝑡𝑡)�𝑁𝑁

𝑖𝑖=1 � 𝑎𝑎𝑡𝑡𝑇𝑇
0                   (2) 

subject to 
𝑥𝑥�̇�𝚤(𝑡𝑡) = �𝑝𝑝𝑖𝑖 + 𝑞𝑞𝑖𝑖

𝑥𝑥𝑖𝑖(𝑡𝑡)
𝑋𝑋𝚤𝚤���
� �𝑢𝑢𝑖𝑖(𝑡𝑡)��𝑋𝑋𝚤𝚤� − 𝑥𝑥𝑖𝑖(𝑡𝑡)� 𝑀𝑀−𝑑𝑑𝑖𝑖𝑃𝑃𝑖𝑖(𝑡𝑡),                (3) 

𝑥𝑥𝑖𝑖(0) = 𝑥𝑥𝑖𝑖0;  𝑢𝑢𝑖𝑖𝑙𝑙 ≤ 𝑢𝑢𝑖𝑖(𝑡𝑡) ≤ 𝑢𝑢𝑖𝑖𝑢𝑢 ;  𝑃𝑃𝑖𝑖𝑙𝑙 ≤ 𝑃𝑃𝑖𝑖(𝑡𝑡) ≤ 𝑃𝑃𝑖𝑖𝑢𝑢 ∀ 𝑖𝑖 = 1 …𝑁𝑁;                           (4) 
∫ �∑ ϵ𝑖𝑖

2
𝑢𝑢𝑖𝑖2(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 � 𝑎𝑎𝑡𝑡𝑇𝑇
0 ≤ 𝑊𝑊�                    (5) 

Using properties of definite Integral, we get from equation (5) 
∑ ϵ𝑖𝑖

2
𝑢𝑢𝑖𝑖2(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 ≤ 𝑊𝑊�

𝑇𝑇
                    (6) 

There are two different forms of the fuzzy constraint given by equation (6) depicting two different scenarios. 
Scenario 1 
𝑁𝑁𝑀𝑀𝑁𝑁{∑ ϵ𝑖𝑖

2
𝑢𝑢𝑖𝑖2(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 < 𝑊𝑊�

𝑇𝑇
} ≥ η1                  (7) 

This can also be written as 
𝑃𝑃𝑃𝑃𝑁𝑁{∑ ϵ𝑖𝑖

2
𝑢𝑢𝑖𝑖2(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 ≥ 𝑊𝑊�

𝑇𝑇
} ≤ 1 − η1                                                   

Scenario 2 
𝑃𝑃𝑃𝑃𝑁𝑁{∑ ϵ𝑖𝑖

2
𝑢𝑢𝑖𝑖2(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 ≤ 𝑊𝑊�

𝑇𝑇
} ≥ η2                  (8) 
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5.1 Equivalent crisp representation of the proposed model 
 

Let 𝑊𝑊� = (𝑊𝑊1,𝑊𝑊2,𝑊𝑊3) be a triangular fuzzy number. Then 𝑊𝑊
�

𝑇𝑇
= (𝑊𝑊1/𝑇𝑇,𝑊𝑊2/𝑇𝑇,𝑊𝑊3/𝑇𝑇) be given by the triangular 

fuzzy number �𝑊𝑊1
’ ,𝑊𝑊2

’ ,𝑊𝑊3
’�.   

The problem represented by (2)-(6) reduces to the following: 
𝑀𝑀𝑎𝑎𝑥𝑥𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀𝑀𝑀 𝐽𝐽 = ∫ �∑ �(𝑃𝑃𝑖𝑖(𝑡𝑡) − 𝐶𝐶𝑖𝑖)𝑥𝑥�̇�𝚤(𝑡𝑡) −

ϵ𝑖𝑖
2
𝑢𝑢𝑖𝑖2(𝑡𝑡)�𝑁𝑁

𝑖𝑖=1 � 𝑎𝑎𝑡𝑡𝑇𝑇
0                              (9) 

subject to (3) and (4) for all scenarios and  
for Scenario 1 
∑

ϵ𝑖𝑖
2𝑢𝑢𝑖𝑖

2(𝑡𝑡)𝑁𝑁
𝑖𝑖=1 −𝑊𝑊1

′

𝑊𝑊2
′−𝑊𝑊1

′ ≤ 1 − η1                 (10) 
for Scenario 2 
𝑊𝑊3
′−�∑

ϵ𝑖𝑖
2𝑢𝑢𝑖𝑖

2(𝑡𝑡)𝑁𝑁
𝑖𝑖=1 �

𝑊𝑊3
′−𝑊𝑊2

′ ≥ η2                  (11) 
 

The above crisp problem subject to the constraints is solved by first considering the Hamiltonian given by: 

𝑯𝑯 = ∑ �(𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝑪𝑪𝒎𝒎)𝒙𝒙𝒊𝒊̇ (𝒕𝒕) −
𝛜𝛜𝒎𝒎
𝟐𝟐
𝒖𝒖𝒎𝒎𝟐𝟐(𝒕𝒕)�𝑵𝑵

𝒎𝒎=𝟏𝟏 + ∑ 𝛍𝛍𝒎𝒎(𝒕𝒕)𝒙𝒙𝒊𝒊̇ (𝒕𝒕)𝑵𝑵
𝒎𝒎=𝟏𝟏                                      (12) 

The corresponding Lagrangian is 

for Scenario 1 

𝑳𝑳 = 𝑯𝑯 + 𝛌𝛌 �(𝟏𝟏 − 𝛈𝛈𝟏𝟏)𝑾𝑾𝟐𝟐
′ + 𝛈𝛈𝟏𝟏𝑾𝑾𝟏𝟏

′ − �∑ 𝛜𝛜𝒎𝒎
𝟐𝟐
𝒖𝒖𝒎𝒎𝟐𝟐(𝒕𝒕)𝑵𝑵

𝒎𝒎=𝟏𝟏 ��                              
(13) 

and for Scenario 2 

𝑳𝑳 = 𝑯𝑯 + 𝛌𝛌 �(𝟏𝟏 − 𝛈𝛈𝟐𝟐)𝑾𝑾𝟑𝟑
′ + 𝛈𝛈𝟐𝟐𝑾𝑾𝟐𝟐

′ − �∑ 𝛜𝛜𝒎𝒎
𝟐𝟐
𝒖𝒖𝒎𝒎𝟐𝟐(𝒕𝒕)𝑵𝑵

𝒎𝒎=𝟏𝟏 ��              (14) 

 

In general for Scenario k=1,2, L may be given by 

𝑳𝑳 = 𝑯𝑯 + 𝛌𝛌 �(𝟏𝟏 − 𝛈𝛈𝒌𝒌)𝑾𝑾𝒌𝒌+𝟏𝟏
′ + 𝛈𝛈𝒌𝒌𝑾𝑾𝒌𝒌

′ − �∑ 𝛜𝛜𝒎𝒎
𝟐𝟐
𝒖𝒖𝒎𝒎𝟐𝟐(𝒕𝒕)𝑵𝑵

𝒎𝒎=𝟏𝟏 ��              (15) 

K-T Conditions for the 𝒌𝒌𝒕𝒕𝒕𝒕(𝒌𝒌 = 𝟏𝟏,𝟐𝟐) Scenario are 

𝛌𝛌 �(𝟏𝟏 − 𝛈𝛈𝒌𝒌)𝑾𝑾𝒌𝒌+𝟏𝟏
′ + 𝛈𝛈𝒌𝒌𝑾𝑾𝒌𝒌

′ − �∑ 𝛜𝛜𝒎𝒎
𝟐𝟐
𝒖𝒖𝒎𝒎𝟐𝟐(𝒕𝒕)𝑵𝑵

𝒎𝒎=𝟏𝟏 �� = 𝟎𝟎                  (16) 

The adjoint functions 𝛍𝛍𝒎𝒎(𝒕𝒕) are obtained by using the Maximum Principle as follows:  
𝒅𝒅
𝒅𝒅𝒕𝒕
𝛍𝛍𝒎𝒎(𝒕𝒕) = − 𝛛𝛛𝑳𝑳

𝛛𝛛𝒙𝒙𝒎𝒎(𝒕𝒕)
                 (17) 

𝛍𝛍𝒎𝒎(𝑻𝑻) = 𝟎𝟎                           (18) 

𝑵𝑵𝑵𝑵𝑵𝑵, 𝛛𝛛𝑳𝑳
𝛛𝛛𝒙𝒙𝒎𝒎(𝒕𝒕)

= �𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝑪𝑪𝒎𝒎 + 𝛍𝛍𝒎𝒎(𝒕𝒕)�
𝛛𝛛𝒙𝒙�̇�𝒊(𝒕𝒕)
𝛛𝛛𝒙𝒙𝒎𝒎(𝒕𝒕)

       

= �𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝑪𝑪𝒎𝒎 + 𝛍𝛍𝒎𝒎(𝒕𝒕)��𝒖𝒖𝒎𝒎(𝒕𝒕)� �𝒒𝒒𝒎𝒎 − 𝒑𝒑𝒎𝒎 − 𝟐𝟐𝒒𝒒𝒎𝒎
𝒙𝒙𝒎𝒎(𝒕𝒕)
𝑿𝑿𝒊𝒊���
� 𝒆𝒆−𝒅𝒅𝒎𝒎𝑷𝑷𝒎𝒎(𝒕𝒕)             (19) 

Hence from equation (17), 𝛍𝛍𝒎𝒎(𝒕𝒕) satisfies equation (18) and is given by 
𝒅𝒅
𝒅𝒅𝒕𝒕
𝛍𝛍𝒎𝒎(𝒕𝒕) = −�𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝑪𝑪𝒎𝒎 + 𝛍𝛍𝒎𝒎(𝒕𝒕)��𝒖𝒖𝒎𝒎(𝒕𝒕)� �𝒒𝒒𝒎𝒎 − 𝒑𝒑𝒎𝒎 − 𝟐𝟐𝒒𝒒𝒎𝒎

𝒙𝒙𝒎𝒎(𝒕𝒕)
𝑿𝑿𝒊𝒊���
� 𝒆𝒆−𝒅𝒅𝒎𝒎𝑷𝑷𝒎𝒎(𝒕𝒕)             

(20) 

According to the Maximum principle, the Lagrangian is to be maximised with respect to the control variables 
𝒖𝒖𝒎𝒎(𝒕𝒕) 𝒂𝒂𝒎𝒎𝒅𝒅 𝑷𝑷𝒎𝒎(𝒕𝒕),  ∀𝒎𝒎 = 𝟏𝟏…𝑵𝑵 at every instant of time. Using equation (15) we get: 
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𝛛𝛛𝑳𝑳
𝛛𝛛𝒖𝒖𝒎𝒎(𝒕𝒕)

= −𝛜𝛜𝒎𝒎𝒖𝒖𝒎𝒎(𝒕𝒕) + �𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝑪𝑪𝒎𝒎 + 𝛍𝛍𝒎𝒎(𝒕𝒕)� �𝒑𝒑𝒎𝒎 + 𝒒𝒒𝒎𝒎
𝒙𝒙𝒎𝒎(𝒕𝒕)
𝑿𝑿𝒊𝒊���
� �𝑿𝑿𝒊𝒊��� − 𝒙𝒙𝒎𝒎(𝒕𝒕)�𝒆𝒆−𝒅𝒅𝒎𝒎𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝛌𝛌𝛜𝛜𝒎𝒎𝒖𝒖𝒎𝒎(𝒕𝒕)           

(21) 

and 
𝛛𝛛𝟐𝟐𝑳𝑳

𝛛𝛛𝒖𝒖𝒎𝒎
𝟐𝟐(𝒕𝒕)

= −𝛜𝛜𝒎𝒎(𝛌𝛌 + 𝟏𝟏)                 (22) 

Letting 𝑨𝑨 =
�𝑷𝑷𝒎𝒎(𝒕𝒕)−𝑪𝑪𝒎𝒎+𝛍𝛍𝒎𝒎(𝒕𝒕)��𝒑𝒑𝒎𝒎+𝒒𝒒𝒎𝒎

𝒙𝒙𝒎𝒎(𝒕𝒕)
𝑿𝑿𝒊𝒊����

��𝑿𝑿𝒊𝒊���−𝒙𝒙𝒎𝒎(𝒕𝒕)�𝒆𝒆−𝒅𝒅𝒎𝒎𝑷𝑷𝒎𝒎(𝒕𝒕)

𝛜𝛜𝒎𝒎(𝛌𝛌+𝟏𝟏)
, we can infer the following three cases: 

Case 1: If 𝛛𝛛𝑳𝑳
𝛛𝛛𝒖𝒖𝒎𝒎(𝒕𝒕)

> 𝟎𝟎 then the Lagrangian L is an increasing function of 𝒖𝒖𝒎𝒎(𝒕𝒕) 𝒂𝒂𝒎𝒎𝒅𝒅 𝒖𝒖𝒎𝒎∗(𝒕𝒕) = 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒖𝒖𝒎𝒎{𝑨𝑨,𝒖𝒖𝒎𝒎𝒖𝒖} 

Case 2: If 𝛛𝛛𝑳𝑳
𝛛𝛛𝒖𝒖𝒎𝒎(𝒕𝒕)

= 𝟎𝟎 then L is maximised for the value of 𝒖𝒖𝒎𝒎(𝒕𝒕) as 𝒖𝒖𝒎𝒎∗(𝒕𝒕) = 𝑨𝑨 (𝒇𝒇𝑵𝑵𝒇𝒇 𝛌𝛌  ≥  𝟎𝟎) 

Case 3: If 𝛛𝛛𝑳𝑳
𝛛𝛛𝒖𝒖𝒎𝒎(𝒕𝒕)

< 𝟎𝟎 then L is a decreasing function of 𝒖𝒖𝒎𝒎(𝒕𝒕) and 𝒖𝒖𝒎𝒎∗(𝒕𝒕) = 𝒎𝒎𝒂𝒂𝒙𝒙𝒎𝒎𝒎𝒎𝒖𝒖𝒎𝒎{𝑨𝑨,𝒖𝒖𝒎𝒎𝒍𝒍} 

 

Further using equation (15), we get: 

𝛛𝛛𝑳𝑳
𝛛𝛛𝑷𝑷𝒎𝒎(𝒕𝒕)

= 𝒙𝒙𝒊𝒊̇ (𝒕𝒕)�𝟏𝟏 − 𝒅𝒅𝒎𝒎𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝒅𝒅𝒎𝒎𝛍𝛍𝒎𝒎(𝒕𝒕)� 

and 𝛛𝛛𝟐𝟐𝑳𝑳
𝛛𝛛𝑷𝑷𝒎𝒎

𝟐𝟐(𝒕𝒕)
=  −𝒅𝒅𝒎𝒎𝒙𝒙𝒊𝒊̇ (𝒕𝒕)�𝟐𝟐 − 𝒅𝒅𝒎𝒎𝑷𝑷𝒎𝒎(𝒕𝒕) − 𝒅𝒅𝒎𝒎𝛍𝛍𝒎𝒎(𝒕𝒕)� 

We can infer the following three cases: 

Case 1: If 𝛛𝛛𝑳𝑳
𝛛𝛛𝑷𝑷𝒎𝒎(𝒕𝒕)

> 𝟎𝟎 then the Lagrangian L is an increasing function of 𝑷𝑷𝒎𝒎(𝒕𝒕) 𝒂𝒂𝒎𝒎𝒅𝒅 𝑷𝑷𝒎𝒎∗(𝒕𝒕) = 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒖𝒖𝒎𝒎{𝟏𝟏−𝒅𝒅𝒎𝒎𝛍𝛍𝒎𝒎(𝒕𝒕)
𝒅𝒅𝒎𝒎

,𝑷𝑷𝒎𝒎𝒖𝒖} 

Case 2: If 𝛛𝛛𝑳𝑳
𝛛𝛛𝑷𝑷𝒎𝒎(𝒕𝒕)

= 𝟎𝟎 then L is maximised for the value of 𝑷𝑷𝒎𝒎(𝒕𝒕) as 𝑷𝑷𝒎𝒎∗(𝒕𝒕) = 𝟏𝟏−𝒅𝒅𝒎𝒎𝛍𝛍𝒎𝒎(𝒕𝒕)
𝒅𝒅𝒎𝒎

 

Case 3: If 𝛛𝛛𝑳𝑳
𝛛𝛛𝑷𝑷𝒎𝒎(𝒕𝒕)

< 𝟎𝟎 then L is a decreasing function of 𝑷𝑷𝒎𝒎(𝒕𝒕) and 𝑷𝑷𝒎𝒎∗(𝒕𝒕) = 𝒎𝒎𝒂𝒂𝒙𝒙𝒎𝒎𝒎𝒎𝒖𝒖𝒎𝒎{𝟏𝟏−𝒅𝒅𝒎𝒎𝛍𝛍𝒎𝒎(𝒕𝒕)
𝒅𝒅𝒎𝒎

,𝑷𝑷𝒎𝒎𝒍𝒍} 

6. Numerical Illustration 
 

A numerical example is presented here to demonstrate the usage of the above proposed model. The equivalent crisp 
control theory problem given by Eqns (9) - (11) is transformed to a discrete form by using the technique proposed by 
Rosen (1968). The following discrete formulation of the problem is considered for its numerical application: 

𝑀𝑀𝑎𝑎𝑥𝑥𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀𝑀𝑀 𝐽𝐽 = ∑ �∑ �(𝑃𝑃𝑖𝑖(𝑘𝑘) − 𝐶𝐶𝑖𝑖)(𝑥𝑥𝑖𝑖(𝑘𝑘 + 1) − 𝑥𝑥𝑖𝑖(𝑘𝑘)) − 𝜖𝜖𝑖𝑖
2
𝑢𝑢𝑖𝑖2(𝑘𝑘)�𝑁𝑁

𝑖𝑖=1 �𝑇𝑇
𝑘𝑘=1                      (25) 

subject  to 

𝑥𝑥𝑖𝑖(𝑘𝑘 + 1) = 𝑥𝑥𝑖𝑖(𝑘𝑘) + �𝑝𝑝𝑖𝑖 + 𝑞𝑞𝑖𝑖
𝑥𝑥𝑖𝑖(𝑘𝑘)
𝑋𝑋𝚤𝚤���
� �𝑢𝑢𝑖𝑖(𝑘𝑘)��𝑋𝑋𝚤𝚤� − 𝑥𝑥𝑖𝑖(𝑘𝑘)�𝑀𝑀−𝑑𝑑𝑖𝑖𝑃𝑃𝑖𝑖(𝑘𝑘),                      (26) 

𝑥𝑥𝑖𝑖(0) = 𝑥𝑥𝑖𝑖0;  𝑢𝑢𝑖𝑖𝑙𝑙 ≤ 𝑢𝑢𝑖𝑖(𝑘𝑘) ≤ 𝑢𝑢𝑖𝑖𝑢𝑢 ;  𝑃𝑃𝑖𝑖𝑙𝑙 ≤ 𝑃𝑃𝑖𝑖(𝑘𝑘) ≤ 𝑃𝑃𝑖𝑖𝑢𝑢 ∀ 𝑖𝑖 = 1 …𝑁𝑁,∀ 𝑘𝑘 = 1 …𝑇𝑇                      (27) 
for all scenarios and  
for Scenario 1 
∑

𝜖𝜖𝑖𝑖
2 𝑢𝑢𝑖𝑖

2(𝑘𝑘)𝑁𝑁
𝑖𝑖=1 −𝑊𝑊1

′

𝑊𝑊2
′−𝑊𝑊1

′ ≤ 1 − 𝜂𝜂1 ∀ 𝑘𝑘 = 1 …𝑇𝑇                          (28) 

for Scenario 2 
𝑊𝑊3
′−�∑

𝜖𝜖𝑖𝑖
2 𝑢𝑢𝑖𝑖

2(𝑘𝑘)𝑁𝑁
𝑖𝑖=1 �

𝑊𝑊3
′−𝑊𝑊2

′ ≥ 𝜂𝜂2 ∀ 𝑘𝑘 = 1 …𝑇𝑇                           (29) 

The above model is solved by using Lingo11. The value of N which denotes the number of products is taken as 3. The 
entire time interval is assumed to be divide into 24 time periods of equal duration. The values taken for the different 
parameters used is tabulated below: 
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Table 1: Values of parameters 

 
Products 1 2 3 

𝑋𝑋𝚤𝚤�  10000 25000 30000 
pi 0.00166 0.004161 0.00538 
qi 0.3176 0.380575 0.340395 
Ci 340 370 340 
ϵi 128370 126080 127050 
di 0.0008 0.0008 0.0008 

Initial Sales 1760 8231 8260 
    
The value of T is taken as 24. The range for 𝑢𝑢𝑖𝑖(𝑘𝑘) is taken as 0.1 ≤ 𝑢𝑢𝑖𝑖(𝑘𝑘) ≤ 1 ∀ 𝑖𝑖 = 1 … 3,∀ 𝑘𝑘 = 1 … 24. The range 
for price is taken as 335 ≤ 𝑃𝑃1(𝑘𝑘) ≤ 390; 390 ≤ 𝑃𝑃2(𝑘𝑘) ≤ 435 and 380 ≤ 𝑃𝑃3(𝑘𝑘) ≤ 395 ∀ 𝑘𝑘 = 1 … 24. 
The total available budget which is assumed to be fuzzy in nature, is represented by the triangular fuzzy number and 
the value of �𝑊𝑊1

’ ,𝑊𝑊2
’ ,𝑊𝑊3

’� is taken as (22000, 25000, 27500). 
 
6.1 Scenario 1 
 
The value of η1 is taken as 0.05. Table 2 gives the values of optimal sales of each product over the 24 time periods. 
 

Table 2: The optimal sales for the three products 
 

Time Periods x1(t) x2(t) x3(t) 
T1 1760 8231 8260 
T2 1835.768 8837.005 8936.896 
T3 1914.006 9464.252 9645.115 
T4 1994.625 10109.42 10381.75 
T5 2077.555 10768.98 11143.57 
T6 2162.784 11439.61 11927.36 
T7 2250.292 12117.66 12729.44 
T8 2340.055 12799.32 13545.71 
T9 2432.042 13480.64 14371.7 
T10 2526.216 14157.62 15202.7 
T11 2622.536 14826.37 16033.81 
T12 2720.954 15483.11 16860.1 
T13 2821.418 16124.32 17676.7 
T14 2923.868 16746.78 18478.91 
T15 3028.24 17347.66 19262.33 
T16 3134.467 17924.55 20022.94 
T17 3242.475 18475.47 20757.18 
T18 3352.184 18998.92 21462.01 
T19 3463.511 19493.86 22134.95 
T20 3576.366 19959.65 22774.1 
T21 3690.657 20396.1 23378.12 
T22 3806.285 20803.36 23946.22 
T23 3923.147 21181.9 24478.12 
T24 4041.135 21532.48 24974.01 

 
Table 3 gives the optimal promotional efforts for the three products. 
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Table 3: Optimal promotional efforts  
 

Time Periods u1(t) u2(t) u3(t) 
T1 0.2182508 0.3953327 0.4309395 
T2 0.2183297 0.3962932 0.4318996 
T3 0.2181114 0.3967535 0.4323265 
T4 0.2176988 0.3968897 0.4324126 
T5 0.2172714 0.3970243 0.4325071 
T6 0.2168314 0.3971559 0.4326103 
T7 0.2163812 0.3972833 0.432722 
T8 0.2159234 0.3974049 0.4328422 
T9 0.2154608 0.3975198 0.4329704 
T10 0.2149966 0.3976267 0.4331061 
T11 0.2145339 0.3977246 0.4332487 
T12 0.2140757 0.3978129 0.4333972 
T13 0.2136254 0.3978909 0.4335506 
T14 0.2131859 0.3979584 0.4337077 
T15 0.21276 0.3980153 0.4338672 
T16 0.2123504 0.3980616 0.4340278 
T17 0.2119593 0.3980977 0.434188 
T18 0.2115887 0.3981242 4.34E-01 
T19 0.2112402 3.98E-01 0.434502 
T20 0.210915 0.3981509 0.4346532 
T21 0.2106139 0.3981528 0.434799 
T22 0.2103375 0.3981482 0.4349383 
T23 0.2100859 0.3981379 0.4350705 
T24 0.209859 0.3981228 0.4351948 

 
The optimal price for the three products is obtained as P1(t) = 390, P2(t) = 435 and P3(t) = 395, over the 24 time 
periods. The optimal profit obtained is 1354014 units. 
 
6.2 Scenario 2 
 
The value of η2 is taken as 0.5. Table 4 gives the values of optimal sales of each product over the 24 time periods. 
 

Table 4: The optimal sales for the three products 
 

Time Periods x1(t) x2(t) x3(t) 
T1 1760 8231 8260 
T2 1836.222 8827.432 8926.606 
T3 1914.945 9444.442 9623.592 
T4 1996.189 10079.71 10349.15 
T5 2079.97 10730.54 11100.95 
T6 2166.301 11393.87 11876.17 
T7 2255.185 12066.34 12671.47 
T8 2346.62 12744.34 13483.06 
T9 2440.598 13424.06 14306.74 
T10 2537.103 14101.59 15137.94 
T11 2636.11 14773.02 15971.87 
T12 2737.588 15434.5 16803.59 
T13 2841.498 16082.33 17628.1 
T14 2947.789 16713.06 18440.51 
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T15 3056.406 17323.59 19236.1 
T16 3167.28 17911.16 20010.49 
T17 3280.338 18473.47 20759.69 
T18 3395.495 19008.64 21480.2 
T19 3512.655 19515.29 22169.1 
T20 3631.488 19991.49 22822.65 
T21 3751.841 20436.82 23439.18 
T22 3873.599 20851.48 24017.86 
T23 3996.64 21236 24558.46 
T24 4120.837 21591.22 25061.22 

 
Table 5 gives the optimal promotional efforts for the three products. 
 

Table 5: Optimal promotional efforts  
 

Time Periods u1(t) u2(t) u3(t) 
T1 0.2195598 0.389088 0.4243887 
T2 0.2196401 0.3900043 0.4253065 
T3 0.2197232 0.3909659 0.4262790 
T4 0.2198091 0.3919711 0.4273057 
T5 0.219898 0.3930171 0.4283853 
T6 0.2199898 0.3941006 0.4295158 
T7 0.2200845 0.3952177 0.4306944 
T8 0.2201822 0.3963634 0.4319174 
T9 0.2202829 0.3975324 0.4331803 
T10 0.2203866 0.3987186 0.4344775 
T11 0.2204933 0.3999155 0.4358028 
T12 0.2206029 0.4011162 0.4371492 
T13 0.2207156 0.4023134 0.4385091 
T14 0.2208311 0.4035002 0.4398743 
T15 0.2209496 0.4046695 0.4412366 
T16 0.221071 0.4058144 0.4425874 
T17 0.2211951 0.4069287 0.4439185 
T18 0.2213219 0.4080068 0.4452218 
T19 0.221023 0.4081828 0.4455595 
T20 0.2206725 0.4081943 0.4457246 
T21 0.2203492 0.4081973 0.4458834 
T22 0.2200536 0.408193 0.4460348 
T23 0.219786 0.4081822 0.4461779 
T24 0.2195461 0.408166 0.4463119 

 
The optimal price for the three products is obtained as P1(t) = 390, P2(t) = 435 and P3(t) = 395, over the 24 time 
periods. The optimal profit obtained is 1354361 units. 
 
7. Discussion and Conclusion 
 
Here we see that the total expenditure on promotion in the first scenario is 596216.5531 units whereas in the second 
scenario it is 609286.2793 units. Thus, we observe that a higher level of expenditure on promotion results in increase 
in the profit for a fuzzy (variable) budget. The triangular fuzzy number representing the total budget is given by 
(528000, 600000, 660000),  thereby showing that the expense in the first scenario lies in the lower interval (528000, 
600000) , whereas the expense in the second scenario lies in the upper interval (600000, 660000). We also note that 
the increase in promotional effort rates results in the increase in sales. 
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Abstract 

Due the increasing globalization of market and diverse consumer groups, market segmentation becomes an ever more 

important concept in current market scenario. After market segmentation, firms use the available promotional strategies 

to target market. In this paper, we present a model of determining the optimal dynamic promotional policies for a 

product in segmented market incorporating dynamic market size, where sales is assumed to be evolved through mass 

and differentiated promotion. Mass promotional effort is allowed in whole market with a fixed spectrum for each 

segment while differentiated promotion is targeted to each segment independently. The optimal promotional effort 

policy for each segment is obtained by applying maximum principle. Numerical illustrations are provided to show the 

effectiveness of the proposed method and solution procedure by discretizing the optimal control model. Furthermore, 

sensitivity analysis of the discount rate parameter is carried out and presented. 

 

Keywords- Maximum principle, Dynamic potential market, Differentiated promotion, Mass promotion. 

 

 

 

1. Introduction 
Industrialization plays a very significant role in bringing technological progress in the society. 

This leads to abundance of similar goods and services. In order to compete for a substantial 

market, companies have to device ways to popularize their products. Policy makers have to 

design policies to get across the consumers and aware them regarding the quality and innovative 

features of the products. Companies invest heavily on promotional activities to boost the sale of 

the product and design the promotional activities to capture the market share. Generally, 

designing promotional strategies may broadly be divided into two phases. In the first phase, the 

target market is identified where the product can be appropriately marketed. In the second phase, 

strategies for promotion are designed in accordance with the desired market. It is well known that 

the market may not be homogeneous, therefore it is very essential to partition the consumers into 

various segments as per their requirements. Consumers with similar needs and preferences belong 
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to the same segment and marketing strategies are designed accordingly. These potential 

consumers are essentially classified on the basis of their mind-set, demographic and geographic 

features. Effective creation of customized policies for various segments boosts the sales of the 

product and consequently, it gives the firm an edge over its competitors. 

 

In the second phase, the firm finalizes the strategies for enhancing the sales of its product. The 

promotional efforts may be categorized into either mass promotional or segment specific 

promotional efforts. When the product is advertised using a common approach amongst the entire 

population, it is called as mass promotional strategy. On the other hand, if various approaches are 

designed according to the needs and behaviour of the consumers in the partitioned segments, the 

strategies are termed as differentiated promotional strategies. Researchers (Little and Lodish, 

1969; Seidmann et al., 1987; Grosset and Viscolani, 2005; Górajski and Machowska, 2017) have 

proposed advertising models to study the behaviour of segmented market and applied optimal 

control theoretic approach to analysed the behaviour of consumers in the segmented market. The 

model designed by Little and Lodish (1969) considered certain media advertising options and 

prepared a schedule in order to achieve maximum response of the market. Seidmann et al. (1987) 

developed a diffusion model of sales-advertising strategy in which the adopters were segmented 

with regard to the level of income, geographic location and family sizes. The model considered 

was shown to be well posed and was studied to establish the optimal policies for advertising. 

Buratto et al. (2006) in their model have analysed the various advertising techniques in a 

partitioned market associated with a newly introduced product. Grosset and Viscolani (2005) 

suggested formulation of an optimal strategy for advertising a product, introduced for the first 

time in a market which is sub divided into groups on the basis of age. The model proposed 

replaced the linear model given by Nerlove and Arrow (1962) which aimed at deriving the 

optimal advertising and pricing policies of a firm based on the concept of goodwill. In the past, 

researchers have dealt with optimal control models analysing the policies related to advertising 

and price determination, adopted for newly introduced products in the market (Thompson and 

Teng, 1984; Chutani and Sethi, 2012; Stummer et al., 2015; Pan and Li, 2016; De Giovanni, 

2019).  

 

The simplest diffusion model in marketing was given by Bass (1969). The pioneering model 

given by Bass (1969), has since then been used extensively in the field of diffusion theory (Kapur 

et al., 2020). Since this model did not consider the effect of variables related to marketing, 

researchers have modified the model to analyse the influence of price on diffusion of a new 

product in the market (Robinson and Lakhani, 1975; Horsky and Simmon, 1983; Kalish, 1983; 

Kalish, 1985; Kamakura and Balasubramanium, 1988; Sethi and Bass, 2003). These models 

analyse the effect of pricing policies on diffusion of products. Researchers (Horsky and Simmon, 

1983; Simon and Sebastian, 1987; Dockner and Jorgensen, 1988) have also considered models 

which analyse the impact of advertising policies on product diffusion. Horsky and Simmon, 

(1983) gave a model which modified the Bass model incorporating the effects of advertising. 

Thompson and Teng (1996) applied the concept of production learning curve which analysing the 

pricing and advertising policies in an oligopolistic market. Bass et al. (1994) gave the Generalized 

Bass model, which included both price and advertising strategies. 

 

Jha et al. (2009) considered diffusion models for products that are new to the market and 

formulated the optimal strategies for effectively publicizing the product in a partitioned market. 

They further analysed the sales of a product in a segmented market under the effect of two 

different ways of advertising. In the first situation, the case considered that the company uses 
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various independent advertising policies in different market segments. The second situation 

considered to have a common mode of advertising in the various segments. Huang et al. (2012) 

and Helmes et al. (2013) formulate and analyse optimal control models in order to decide various 

policies for advertising and pricing of products. Recently, Kumar et al. (2019) developed a model 

for optimal price and warranty policies of a newly launch product using optimal control theory 

and genetic algorithm solution approach is employed to explore the optimum values of price and 

warranty for every period of the product’s life cycle. Mesak et al. (2020) proposed a model for 

qualitative characterization of optimal pricing and advertising policies together with the optimal 

ratio of the advertising elasticity of demand to its price elasticity over time. Chang et al. (2020) 

proposed an optimal customer relationship marketing policy in a duopolistic market, where each 

firm’s market share depends on the CRM decisions of its own and of its competitors. 

 

Most of the models studied so far have been taking the number of potential adopters to be 

constant over the time period under consideration. However, in general it is not appropriate to 

make such an assumption. Technological advancements, improved product quality and increased 

demands may result in the increase in the number of potential adopters. The accessibility of the 

infrastructure and other requirements pertaining to the use of innovation, also results in a varied 

number of potential adopters. This paper proposes a control model by assuming that the sales of a 

product can be enhanced by promoting the product at mass as well as differentiated levels. The 

optimal promotional policies are determined that maximize the total profit subject to budget 

constraints. Further, we have considered dynamic potential adopter population for designing 

optimal control policies adopted for effective advertising. The ceiling on the adopter population 

to be a function of time has also been considered to augment the applicability of the model. The 

maximum principle is used to generate the promotional effort policies. The paper aims to design 

optimal promotional effort for durables, with a likelihood of repeat purchasers arising due to mass 

and differentiated policies existing in a partitioned market. 

 

The rest of this paper is organized as follows: In Section 2 of this paper, notations are provided 

for the model. Section 3 describes the model development of proposed model incorporating 

dynamic market. The solution approach by using Pontryagin’s Maximum principle with subclass 

of general formulation is shown in section 4. Section 5 gives the numerical illustration for the 

discretized version of the problem. Finally, the conclusion limitation of the proposed model has 

been discussed in Section 6. 

 

2. Model Notations 

To define the model, the following notations are adopted throughout this paper: 

𝑀    : the total number of market segments and a discrete variable. 

YI̅     : the total number of potential customers of the product in ith segment. 

𝑦𝑖(𝑡)  : the number of adopters by time t for the ith segment at time t. 

𝑢𝑖(𝑡)  : the differentiated promotional effort rate for ith segment at time t. 

𝑢(𝑡)  : the mass market promotional effort rate at time t. 

ℎ𝑖(𝑡)  : the adoption rate per additional adoption for the ith segment at time t. 

𝛼𝑖  : the segment spectrum of mass promotion. 

𝑎𝑖  : the coefficients of external influence in ith segment. 

𝑏𝑖  : the coefficients of internal influence in ith segment. 

𝛾  : the discount rate. 

𝑠𝑖  : the sales price per unit for ith segment. 

𝜙𝑖(𝑢𝑖(𝑡)) : the differentiated market promotional effort cost. 
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𝜓(𝑢(𝑡)) : the mass market promotional effort cost. 

𝑐𝑖  : the production cost for ith segment. 

 

 

3. Model Development 
In this section, we consider a monopolistic firm, which produces a single product in market with 

M market segments. The firm simultaneously uses mass market promotion and differentiated 

market promotion to capture the potential market in each segment respectively. Mass market 

promotion reaches each segment with relative segment-effectiveness. The proportionality is 

called segment specific spectrum. If the demand for a product increases with time, the potential 

market will increase with time and then 𝑌�̅�(𝑡) describes the growth in potential adopter population 

with respect to time. Under the influence of mass market and differentiated market promotion in 

dynamic potential market, evolution of sales rate can be described by the following differential 

equation: 

 

 
      ( ) ( ) ( ) , 1,2,...,

i

i i i i i

dy t
h t u t u t Y t y t i M

dt
                                                     (1) 

 

with the initial condition 𝑦𝑖(0) = 𝑦𝑖0, 𝛼𝑖 > 0 &  ∑ 𝛼𝑖
𝑀
𝑖=1 = 1. The adoption rate hi(t) can be 

represented either as a function of time or as a function of the number of previous adopters. 

Since, the latter approach is used most widely in literature as in (Jha et al., 2009), it is the one 

applied here. Now, Eq. (1) becomes: 

 

   

 
      ( ) ( ) , 1,2,...,

i i

i i i i i i

i

dy t y t
a b u t u t Y t y t i M

dt Y t


 
      
 

                                   (2) 

 

Profit for the firm now is valued more highly than profit later. In order to maximize the present 

value of the profit in a planning horizon using optimal mass and differentiated promotional effort 

rates for the firm in segmented market, then profit function can be represented as 

 

           
10

T M
t

i i i i i

i

Max J e s c y t y t u t u t dt  



        
                                     (3) 

 

where, term 𝑒−𝛾𝑡  indicates profit in present value. We assume that the differentiated market 

promotional effort cost (𝜙𝑖 (𝑢𝑖(𝑡))) and mass market promotional effort (𝜓(𝑢(𝑡))) are twice 

continuous differentiable of 𝑢𝑖  ≥  0 and 𝑢 ≥  0 respectively. The production cost 𝑐𝑖(𝑦𝑖(𝑡)) is 

cost for ith segment, that is continuous and differentiable with assumption 𝑐𝑖𝑦(. )  <  0 and 𝑠𝑖 −
𝑐𝑖(𝑦𝑖(𝑡))  >  0. 
 

The differentiated and mass promotion efforts are competing for limited budget expenditure 

during promotion strategy of the product. Therefore, firm monitors all the promotion strategies 

and allocates the budget among these segments. Therefore, the budget constraint for differentiated 

and mass promotional expenditures is represented by the following: 
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     01
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                                                                                             (4) 

 

where, 𝐵0 denotes the fixed budget expenditure for all segments over planning horizon [0, 𝑇]. 
From expression (4) we see that this constraint relates to the total promotional budget expenditure 

that is allocated among all the segments of market. Combining the objective function Eq. (3), 

state Eq. (2) and constraint Eq. (4), the optimization problem can be expressed as an optimal 

control problem: 
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          (5) 

 

In the above formulated optimal control problem, the control variables are promotional effort 

rates (𝑢𝑖(𝑡), 𝑢(𝑡)) and state variables are the number of adopters (𝑦𝑖(𝑡)) for all the segments. 

 

4. The Optimal Dynamic Promotional Strategy 

To derive the optimal promotional effort strategy, we should solve the control theory problem (5). 

Here, we define a new state variable 𝐵(𝑡) = 𝐵0 − ∫ (∑ 𝜙𝑖(𝑢𝑖(𝑡)𝑀
𝑖=1 )  + 𝜓(𝑢(𝑡))) 𝑑𝑡

𝑇

0
 with 

𝐵(0) = 𝐵0 and B(T) ≥ 0. With state variable, the above optimal control problem described in Eq. 

(5) can be presented as follows: 
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          (6) 

 

In order to obtain the dynamic promotional effort policies, we use Pontryagin’s Maximum 

Principle (Seierstad and Sydsaeter, 1987; Kumar et al., 2014; Kumar and Sahni, 2016; Kumar et 

al., 2017; Kumar et al., 2019) to solve the optimal control problem expressed in Eq. (6). The 

Hamiltonian function is formulated as 
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The Hamiltonian is composed of two parts and can be interpreted as a surrogate profit rate to be 

maximized at each instant of time t. It is shown from Eq. (7) that Hamiltonian represents the 

overall profit with both immediate and future effects taken into account. The Maximum principle 

states that necessary conditions for controls 𝑢𝑖
∗(𝑡) and 𝑢∗(𝑡) with the corresponding state 

trajectory yi
∗(t) to be optimal controls are the existence of continuous and piecewise continuously 

differentiable functions λi(t) and µ(t) for all t ∈ [0,T] such that the following conditions as 

considered in (Seierstad and Sydsaeter, 1987; Sethi and Thompson, 2000), hold: 
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The expressions µ(𝑇) ≥ 0, 𝐵(𝑇) + 𝐵0 ≥ 0, µ(𝑇)(𝐵(𝑇) + 𝐵0) = 0 are known as transversality 

conditions for B(t). The Hamiltonian function is independent to 𝐵(𝑡) and then we have �̇� = 𝛾𝜇 −
𝜕𝐻

𝜕𝐵
 ⟹ 𝜇(𝑡) = 𝜇𝑇 𝑒𝛾(𝑡−𝑇). Where, 𝜆𝑖(𝑡) and µ(𝑡) are known as ad-joint variables and define 

marginal valuation of state variables 𝑦𝑖(𝑡) and 𝐵(𝑡) at time t respectively. Here, 𝜆𝑖(𝑡) 

corresponds to the change in future profit as making a small change in 𝑦𝑖(𝑡) at time 𝑡 and µ(𝑡) 

can be interpreted as the future profit of promotional effort per unit promotion effort expenditure 

at time t. 

 

The Hamiltonian 𝐻 is strictly concave in 𝑢𝑖(𝑡) and 𝑢(𝑡) for each segment. By using the 

Mangasarian Sufficiency Theorem given in (Seierstad and Sydsaeter, 1987; Sethi and Thompson, 

2000), there exist unique values of promotional effort controls 𝑢𝑖
∗(𝑡) and 𝑢∗(𝑡) for each segment 

respectively from Eq. (9) and Eq. (10) as follows: 
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where, 𝜑𝑖
−1  and 𝜓−1 are inverse functions of 𝜑𝑖  and 𝜓 respectively. If we assume production cost 

is constant i.e. 𝑐𝑖(𝑦𝑖(𝑡)) =  𝑐𝑖, then optimal promotional effort policies for each segment is given 

by 
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From expressions Eq. (16) and Eq. (17), we find that the optimal promotional effort policy shows 

that when market is almost saturated, then the differentiated market promotional effort rate and 

mass promotional effort rate respectively will decrease over time. With this interpretation, it is 

easy to see that why there is no need of any type of promotional effort rate in the market in case 

of saturation. For ad-joint variable λi(t), we have adjoint equation as 
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with transversality condition λi(T) = 0. Solving Eq. (18), we get 

 

           
T

t s

i i i i
t

i

i

t e e s c t d
y

y
t   

  



    

                                                                          (19) 

 

The above expression Eq. (19) correspond to the value of future profit of having one more unit of 

sale or marginal value per unit of sale at time t. 
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4.1 Subclass of the General Formulation 

In above section, we discussed general formulation of proposed model. While the general 

proposed model formulation is useful to gain insight into the factors affecting the optimal 

promotional effort and sales, we can obtain better result for specific cases. Here, we consider the 

where dynamic potential market size change over time due to repeat purchase and dynamic 

potential adopter population. Promotional efforts towards differentiated market and mass market 

are costly. Let us assume that differentiated market promotional effort and mass market 

promotional effort costs take the following quadratic forms 𝜙𝑖(𝑢𝑖(𝑡)) =
𝜅𝑖

2
 𝑢𝑖

2(𝑡) and 𝜑(𝑢(𝑡)) =
𝜅

2
 𝑢2(𝑡)  where κi > 0 and κ > 0 are positive constants and represent the magnitude of 

promotional effort rate per unit time towards ith segment and towards mass market respectively. 

This assumption is common in literature as in (Teng and Thompson, 1983), where promotion cost 

is quadratic. 

 

4.1.1 The Optimal Control Model Incorporating Dynamic Market Size 

In this section, the evolution of sales dynamics in segmented market with potential dynamic 

market is discussed. It is an important point to note that the market size in each segment changes 

over time due to increase in population, enhancement in purchasing power etc. Therefore, we 

assume that the size of potential market population changes with time. Then, growth rate of 

potential adopters is defined by the following differential equation as 
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where 𝑔𝑖 is growth rate constant for dynamic market size. Now, evolution of sales rate defined by 

the following differential equation as: 
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Under the dynamic potential market size assumption, we formulate an optimal control problem 

from the optimization problem Eq. (6) as: 
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Here, the Hamiltonian function is formulated as 
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According to Eq. (23) and Maximum Principle, one can obtain the optimal promotional effort 

strategy as 
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For optimal control policy, the adjoint variables 𝜆𝑖(𝑡) and 𝛿𝑖(𝑡) can be obtained as: 
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where, 𝑒𝑦𝑖
=

𝜕�̇�𝑖

𝜕𝑦𝑖
 and 𝑒𝑢𝑖

=
𝜕�̇�𝑖

𝜕𝑢𝑖
  are demand and promotional elasticity. And 
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In the case given above, the proposed optimal control model is solved by using Maximum 

Principle theoretically. The model is nonlinear in nature and leads to complex analytical 

expression. The applicability of proposed optimal control problems is illustrated through a 

numerical example. By using data available in discrete form, the discounted continuous optimal 

control problem Eq. (5) is transformed into equivalent discrete problem (Rosen, 1968). The 

discrete optimal control formulation of the budgetary problem can be written as follows 
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𝑀𝑎𝑥 𝐽 = ∑ ((
[∑ (𝑠𝑖 − 𝑐𝑖(𝑘)) (𝑦𝑖(𝑘 + 1) − 𝑦𝑖(𝑘))  − 𝜙𝑖(𝑢𝑖(𝑘))𝑀

𝑖=1 ]

−𝜓(𝑢(𝑘))
) (

1

(1+𝛾)𝑘−1))𝑇
𝑘=1

𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑒𝑑 𝑡𝑜                                                                                                                                                

𝑦𝑖(𝑘 + 1) = 𝑦𝑖(𝑘) + (𝑎𝑖 + 𝑏𝑖
𝑦𝑖(𝑘)

𝑌�̅�
) (𝑢𝑖(𝑘) + 𝛼𝑖 𝑢(𝑘))(𝑌�̅� − 𝑦𝑖(𝑘)), 𝑖 = 1,2, … , 𝑀

∑ (∑ (𝜙𝑖(𝑢𝑖(𝑘))) + 𝜓(𝑢(𝑘))𝑀
𝑖=1 )𝑇

𝑘=1 ≤ 𝐵0

 (28) 

 

Due to complexity of the discretized version of the proposed optimal control problems 

incorporating dynamic market size, we use Lingo11 to solve the discrete formulation of both the 

control problems. 

 

5. Numerical Illustration 

In this section, numerical example incorporating dynamic market size is presented to illustrate the 

solution procedure and theoretical policies. Here, we consider a firm that has to find the optimal 

promotional effort rate policies for its consumer durable product. Firm uses promotional effort at 

both national and regional level of the market in segmented environment. To validate the model 

and find the promotional effort policy, the values of parameters, price and cost of the product 

which are used in the numerical solution are given in Table 1. 

 

 
Table 1. The values of Parameters, price and cost of the product 

 

 S1 S2 S3 

�̅�𝑖 152460 152581 155586 

𝑎𝑖 0.001161 0.00138 0.00549 

𝑏𝑖 0.480575 0.540395 0.31362 

𝛼𝑖 0.190 0.189 0.181 

𝑔𝑖 0.0265 0.0278 0.0276 

𝑘𝑖 200000 200000 200000 

𝑘 400000 

𝛾 0.09 

𝑠𝑖 440000 420000 450000 

𝑐 370000 340000 390000 

Initial Sales 11231 11260 11657 

 

The discrete formulation of optimal control problem developed in this section with dynamic 

market size is solved using Lingo11.We have considered some base values for the proposed 

model to solve by Lingo11.The time horizon has been divided into 19 equal time periods and 

total promotional budget is assumed to be 500000 units. The number of market segments are 

three (i.e. 𝑀 = 3) and promotional budget has to be allocated for mass market promotion and 

segment specific promotion in three segments of the market. The discretized problem is solved by 

taking differentiated and mass promotional effort cost as a quadratic function of effort rate. The 

problem is coded and solved in Lingo11. The optimal value of total profit for dynamic market 

size is 8369287000 units with optimal mass promotional effort rate 𝑢(𝑡) = 0.10. The numerical 

solution for optimal sales, promotional efforts and sensitivity analysis are illustrated in Figures 1–

3 respectively. 
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Figure 1. Optimal sales with dynamic market size 

 

 

 

 
 

Figure 2. Optimal differentiated promotional allocation with dynamic market size 
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Figure 3. Optimal value of profit with different discount rates 

 

 

Figure 1 depicts the graph of the optimal sales 𝑦𝑖
∗(𝑡) from potential market for each segment. 

Figure 2 show the graph of optimal differentiated promotion effort rate allocation (𝑢𝑖
∗(𝑡)) in each 

segment. From figure 1 it can be concluded that sales 𝑦𝑖
∗(𝑡) starts from initial value and then 

increase as time increases. Figure 2 displays that initially optimal promotional effort rate are at 

maximum level. It can be concluded that as untapped market potential level decreases which in 

turns reduces the potential adopters, the decision maker should lower the promotional effort level 

at the end of the planning period. Figure 3 show the optimal values of the profit for different 

discount rate γ ∈ [0.04, 0.14] incorporating dynamic market size and other parameters keep 

unchanged. It indicates that when the value of discount rate ρ increases, the optimal value of 

profit decreases. Also, optimal value of total profit will decrease as value of discount rate 

increases. Consequently, unsaturated market level decreases which in turns reduces the sales 

therefore, the firm should lower the discount rate in case of saturation of market. 
 

6. Conclusion and Scope for Future Research 

In the era of globalization and upsurge in new technologies, a suitable decision making plan is 

required. As the product launch in the market, the factors like promotions, product awareness and 

purchase power of the consumer etc. influencing the size of the potential market. Thus it is very 

important for a diffusion model to allow the market size change over time. In this article, we have 

incorporated marketing decision features such as market segmentation, mass and differentiated 

promotions, market potential growth and optimal allocation of resource distribution for promotion 

in profit maximization model. We have developed an optimal control problem for innovation-

diffusion model incorporating dynamic potential market size in segmented market where sales are 

evolved through the combination of mass and differentiated promotions strategies. Also, we use 

total budget constraint on promotional expenditure, which makes the model more realistic. After 

discretization the optimal control model, the proposed problems for repeat purchase and dynamic 

potential market size have been solved using Lingo11. Numerical examples are provided to 

illustrate the effectiveness of the proposed method and solution procedure. Furthermore, 
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sensitivity analysis of the discount rate parameter is carried out which shows that as the value of 

discount rate increases, the optimal value of profit decreases. For further studies, the proposed 

optimal control model can be extended by incorporating the factors such as price, quality and cost 

along with differentiated and mass market promotional effort expenditure. It is also interesting to 

obtain optimal control policies for the model with two and/or more generations’ product in the 

market. 
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Abstract
Objectives: An algorithm has been developed to find Pareto Optimal solutions of the fuzzy bicriteria sheet metal problem 
with pairwise nesting of designs. Methods and Statistical Analysis: The sheet metal problem has been solved by many 
workers, all of whom have considered the entities of cost and time as crisp numbers. However, in practical situations since 
cost and time are imprecise, the present work considers them as interval fuzzy numbers. Ordering between overlapping 
interval numbers is obtained by applying a fuzzy membership approach and a modified Hungarian algorithm is developed 
to obtain fuzzy Pareto Optimal solutions of the bicriteria problem. The newly developed algorithm is explained by a 
numerical example. Findings and Results: The set of both fuzzy Pareto optimal and other solutions obtained by applying 
the proposed algorithm, provide the Decision maker a lot of flexibility in making decisions. He can select the solution 
according to his priority. From amongst the fuzzy Pareto Optimal solutions obtained, he can select the solution which 
minimizes the cost or the solution which minimizes the time or take the middle path and select the solution which 
minimizes both cost and time as much as possible. Apart from the three fuzzy Pareto Optimal solutions, other solutions 
obtained by the proposed method can also be selected by the decision maker as per requirement and conditions. The 
problem being NP hard, it is very difficult and expensive to find fuzzy Pareto Optimal solutions of the bicriteria problem 
by analytical methods. The newly developed algorithm is not only easy to understand and implement but also gives good 
fuzzy Pareto optimal solutions. Improvements: The method can also be applied to costs and times being triangular and 
trapezoidal fuzzy numbers and it can be extended to nesting of up to three designs on a sheet. 

Keywords: Interval Number, Nesting, Pareto Optimal, Sheet Metal

1. Introduction

Sheet metal is a very useful form of metal which is 
formed by mechanically flattening metal. This metal 
formation has high surface area to volume ratio. The 
usage of sheet metal spreads over manufacturing various 
automobile parts and home and office appliances. Sheet 
metal is sheared or cut into desired shapes with the use 
of machines and dies. The process of loading the sheet 
metal on a machine and cutting out pieces from the sheet 

metal with the help of dies is called blanking. The cut out 
pieces are used to make objects of daily use and the left 
out portion of sheet metal which cannot be used for any 
other purpose is called scrap. In order to fulfill a certain 
demand, the manufacturers are required to load sheet 
metal on the machine where the desired shape is punched. 
This procedure requires time for loading and processing 
the sheet and results in production of scrap. Profits can 
maximize only if these two quantities can be controlled. 
In recent times, manufacturers have adopted the process 
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of nesting, which combines various shapes thereby reduc-
ing the cost of scrap and total set up and processing time. 
It can be observed from Figures (1a), (1b) and (1c) that 
when two designs D1 and D2 are nested on a metal sheet, 
the amount of scrap reduces.

 

Figure (1a). showing Design D1.

 

Figure (1b). showing Design D2.

 

Figure (1c). showing nesting of Designs D1 and D2.

Numerous workers have solved the nesting problem 
by different techniques.In1,2 have developed a pseudo 
polynomial dynamic programming algorithm to solve the 
sheet metal nesting problem.

In3,4 have developed intelligent algorithms to give 
optimal nesting. In5 have applied a compact neighbor-
hood algorithm on large scale nestingand6–9 have applied 
genetic algorithms to find optimal solutions of the nest-
ing problem. All the workers have solved the sheet metal 
nesting problem with a single objective either to minimize 
the cost or total set up and processing time. In10 were the 
first workers to have considered the bicriteria sheet metal 
nesting problem. They developed a heuristic method to 
find Pareto optimal solutions of the problem with the two 
criteria being minimization of scrap and total set up and 
processing time.

None of the above workers have considered cost and 
time as fuzzy numbers. However in real life situations the 
two entities of cost and time are not crisp but imprecise. 
To overcome this difficulty the present work considers 
the bicriteria problem with the two entities of cost and 
time as fuzzy interval numbers. In solving problems with 
fuzzy numbers one of the most difficult parts is to define 

a suitable ordering or ranking approach. Fuzzy numbers 
were first introduced by11 and one of the frontrunners in 
defining ranking approach of interval fuzzy numbers12, 
followed by13–19 to name a few.

In the present work, ordering between overlapping 
interval numbers is obtained by applying a fuzzy mem-
bership approach and a modified Hungarian algorithm is 
developed to obtain Pareto Optimal solutions of the bicri-
teria problem. A constraint of the problem is that orders 
are nested at most in pairs. The problem being NP hard, 
it is very difficult and expensive to find Pareto Optimal 
solutions by analytical methods. The newly developed 
heuristic technique is not only easy to understand and 
implement but also gives good Pareto optimal solutions.

The rest of the paper is organized as follows: Section 
2 of the paper gives some definitions, in Section 3 math-
ematical formulation of the problem is discussed, in 
Section 4 the proposed algorithm is discussed, in Section 
5 a numerical example is given in detail to explain the 
proposed algorithm and Section 6 is the conclusion fol-
lowed by Acknowledgements and References.

2. Definitions

Definition 1: Interval numbers arithmetic
If A= [aL ,aR] and B = [bL , bR] are two interval numbers 
then

(i) Center of A= [aL , aR] is Ac = (aR + aL)/2
(ii) Width of A= [aL ,aR] is Aw = (aR –aL)/2.  
(iii) A + B = [aL + bL, aR + bR ]
(iv) A - B = [aL - bR, aR - bL]

Definition 2: Interval ordering
According to13, A  B (Interval A is less than or equal 
to interval B)  iffaL  bL and aR  bR as shown in Figures 
(2a) and (2b).

Figure (2a). showing A  B.

Figure (2b). showing A  B.
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However for intervals A and B satisfying Aw>Bw, aL

 bL and aR  bR the above mentioned approach fails to 
define the ordering. In such a case the approach discussed 
by19 is considered. In this approach a fuzzy membership 
function f(A, B)is defined as 

f(A,B) = 

f(A, B) = 1 implies A  B [Figure (3a)] and f(A, B) = 
0 implies B  A [Figure (3b)].

For , f(A, B) =   

gives the degree of acceptability of A  B, if 0.5 <

< 1 then A  B and if 0 < < 

0.5 then B  A. If  = 0.5 then either A  

B or B  A can be considered [Figure (3c)].

Figure (3a). showing A  B.

Figure (3b) showing B  A.

Figure (3c). showing A  B with a degree of acceptability  

f(A, B) = .

Definition 3: Pareto optimal solutions
Bicriteria solutions (C1, T1) and (C2, T2) to minimize 
cost C and time T are said to be Pareto Optimal (Ignizio20; 
Steuer21) if C1 ≤ C2 and T1 ≥ T2 with strict inequality 
holding in at least one of the two cases. 

3. Mathematical Formulation of 
Problem

A sheet metal problem with n different designs of dies to 
be made is considered. The constraint is that no more than 
two orders can be nested on a sheet. The two objectives 
are to minimize the total cost of scrap and to minimize 
total set up and processing time of nesting and blanking. 
Two tables are formed, the first one showing the total cost 
of scrap and the second one showing the total set up and 
processing time in case of no nesting and nesting. Cost 
and time are taken as interval numbers.

Let  be the cost of scrap and 

denote total set up and processing 
time in the blanking operation when designs i (i= 1,2,…n) 
and j (j =1,2,…n) are nested; let C denote the total cost of 
scrap and T denote the total set up and processing time 
after nesting of designs, let xijbe the integer variable tak-
ing the values 1 or 0 according as allocation is made or 
not made to the cell (i, j) in the cost table.

The objective of the problem is to minimize 

C =  (1)

T =  (2)

Subject to the constraints

xij = 1 or 0 (3)
Cij = Cji,Tij = Tji (4)

 ≤ n (5)

Constraint (5) ensures pairwise nesting of some or all 
designs.

4. Solution Procedure 

The sheet metal problem with n different designs of dies 
is considered. Two symmetric tables are formed – the 
first one denoting total cost of scrap left after the blank-
ing operation and the second one denoting the total set 
up and processing times when either designs i(i =1,2,…n) 
and j(1,2,…n) are pairwise nested or there is no nest-
ing. The costs and durations are taken as interval fuzzy  
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numbers. A modified Hungarian algorithm is developed 
and the ordering between intervals numbers is obtained 
as defined in Section2.

Step 1: In the cost table with costs as interval num-
bers, select the smallest number in each row and subtract 
it from every other number. The selection of smallest 
interval number and subsequent subtraction are done 
by applying the ordering and subtraction formula as 
explained in Section 2.

Step 2: In the row reduced Cost table, select the small-
est interval number in each column and subtract it from 
every other number in that column using the ordering 
used in Step 1.

Step 3: In the row reduced and column reduced cost 
table reduce each interval number to its center as defined 
in Section 2. 

Step 4: Select the row having a single cell whose 
interval cost has center at 0 and make assignment in the 
corresponding cell( i, j).

Step 5: After making assignment in the cell (i, j) 
delete the ith row and column and jth row and col-
umn. This is because allocation in cell (i, j) implies that 
designs i and j have been nested. In case allocation is in 
cell (i, i) it implies no nesting. Delete the ith row and 
ith column.

Step 6: Repeat Steps 4 and 5with all the rows and col-
umns to obtain all the assignments.

Step 7: Find the total interval cost from the cost table 
and the corresponding interval time from the time table 
to get the 1stPareto Optimal solution (C1, T1). 

Step 8: To obtain the 2ndPareto Optimal solution, 
the assignment table obtained in Step 4 is considered 
and the cell with next minimum (non-zero) cost is 
identified. The first assignment is made in this cell and 
thereafter assignments are made in the zero cost cells 
by applying Steps 5-7 to get the second Pareto optimal 
solution denoted by (C2, T2) with C1≤ C2 and T1≥ T2. 
In case the solution obtained is not Pareto Optimal 
then the cell with second next minimum (non-zero) 
cost is identified. Assignment is first made to this 
cell and then to the zero cost cells by applying Steps 
5-7. In case there is a tie in the next minimum (non-
zero) cost cells corresponding to different nestings of 
designs both the cells are considered one at a time with 
the remaining zero cost cells and of all the solutions 
obtained the Pareto optimal solutions are considered. 
In case there is a tie in the next minimum cost cells 
corresponding to the same nestings of designs then any 

one cell is chosen arbitrarily and the remaining 0 cost 
cells are considered for assignment. To obtain 3rdPareto 
Optimal solution the third next minimum (non-zero) 
cost cell is selected in the assignment Table obtained 
in Step 4 and allocations are first made to that cell and 
then to the zero cost cells. The fourth and subsequent 
efficient solutions are obtained by proceeding exactly 
as in case of the third efficient solution by selecting 
the next higher minimum (non-zero) cost cell in the 
assignment Table obtained in Step 4.The process ter-
minates when all cases are exhausted. The third and 
subsequent Pareto Optimal solutions obtained are 
denoted by (C3, T3), (C4, T4),… satisfying C1 ≤ C2 ≤ C3 
≤ C4≤…  and T1 ≥ T2≥ T3≥ T4≥ T5≥ …

5. Numerical Example

Let there be 5 designs of dies. Table 1 shows the cost of 
scrap and Table 2 shows the total set up and processing 
times in case of no nesting and pairwise nesting of the 
designs of dies on the metal sheet. Both cost and time are 
interval fuzzy numbers.

Table 1. Denoting cost of scrap in case of no nesting and 
nesting

Design →
↓

D1 D2 D3 D4 D5

D1 [4 5] [1 2] [2 3] [3 6] [1 3]

D2 [1 2] [3 4] [1 4] [2 3] [2 5]

D3 [2 3] [1 4] [3 5] [1 4] [2 4]

D4 [3 6] [2 3] [1 4] [2 3] [2 7]

D5 [1 3] [2 5] [2 4] [2 7] [1 2]

Table 2. Denoting total set up and processing time in case 
of no nesting and nesting

Design →
↓

D1 D2 D3 D4 D5

D1 [1 2] [3 4] [3 5] [4 7] [5 8]
D2 [3 4] [2 3] [3 4] [2 5] [3 6]
D3 [3 5] [3 4] [2 4] [3 4] [1 2]
D4 [4 7] [2 5] [3 4] [1 2] [2 4]
D5 [5 8] [3 6] [1 2] [2 4] [2 3]
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On applying Step 1 to Table 1 the row reduced Table 
3 is obtained.

Table 3. Row reduced cost table
Design →
↓

D1 D2 D3 D4 D5

D1 [2 4] [-1 1] [0 2] [1 5] [-1 2]
D2 [-1 1] [1 3] [-1 3] [0 2] [0 4]
D3 [-2 2] [-3 3] [-1 4] [-3 3] [-2 3]
D4 [-1 5] [-2 2] [-3 3] [-2 2] [-2 6]
D5 [-1 2] [0 4] [0 3] [0 6] [-1 1]

On applying Step 2 on Table 3 the column reduced 
Table 4 is obtained.

Table 4. Column reduced cost table
Design →
↓

D1 D2 D3 D4 D5

D1 [1 5] [-2 2] [-3 5] [-2 8] [-2 3]
D2 [-2 2] [0 4] [-4 6] [-3 5] [-1 5]
D3 [-3 3] [-4 4] [-4 7] [-6 6] [-3 4]
D4 [-2 6] [-3 3] [-6 6] [-5 5] [-3 7]
D5 [-2 3] [-1 5] [-3 6] [-3 9] [-2 2]

On applying Step 3 to Table 3 all the interval costs 
reduced to their centers are shown in Table 5.

Table 5. Interval costs in terms of their centers
Design →
↓

D1 D2 D3 D4 D5

D1 3 0 1 3 0.5
D2 0 2 1 1 2
D3 0 0 1.5 0 0.5
D4 2 0 0 0 2
D5 0.5 2 1.5 3 0

5.1 First Pareto Optimal Solution
In Table 5 by applying Step 4 it is observed that Row 1 
has single 0 cost cell. The cell in Row 1- Column 2 with 0 
corresponding to nesting of designs D1 and D2 is selected 
and assignment is made to that cell. Thereafter the rows 
and columns showing scrap costs for designs D1 and D2 
are deleted to obtain Table 6.

Table 6. Rows and columns corresponding to D1 and D2 
deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2

D3 1.5 0 0.5
D4 0 0 2
D5 1.5 3 0

In Table 6 it is observed that Row 3 has a single 0 cost 
cell corresponding to the nesting of designs D3 and D4. 

Assignment is made to the Row 3- Column 4 cell and the 
rows and columns corresponding to designs D3 and D4 
are deleted to obtain Table 7.

Table 7. Rows and columns corresponding to D3 and D4 
deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2

D3

D4

D5 0

From Table 7 it is observed that assignment is made 
to Row 5- Column 5 corresponding to Design 5 which 
cannot be nested. The assignments in first Pareto Optimal 
solution are nesting of D1 and D2, nesting of designs D3 
and D4 and no nesting of design D5. From the cost Table 1 
the total cost of scrap C1 = [1 2] + [1 4] + [1 2] = [3 8] and 
from Table2 the total set up and processing time T1= [3 4] 
+ [3 4] + [2 3] = [8 11]. The first Pareto Optimal solution 
obtained is (C1 , T1) = ([3 8] , [8 11]).

5.2 Second Pareto Optimal Solution
To obtain the second Pareto Optimal solution, Table 
5 is considered. The next minimum (non-zero) cost is 
0.5 at Row 1- Column 5, Row 5- Column 1 and Row 3- 
Column5. Since Row 1- Column 5, and Row 5- Column 
1 correspond to the same nesting of designs D1 and D5, 
so the cell in Row 1- Column 5 is considered among 
the two and the cells in Row 1- Column 5 and Row 3- 
Column5 are considered one by one in sections 5.2.1 
and 5.2.2.
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5.2.1
In table 5 the cell in Row 1- Column 5 with 0.5 corre-
sponding to nesting of designs D1 and D5 is selected and 
assignment is made to that cell. Thereafter the rows and 
columns showing scrap costs for designs D1 and D5 are 
deleted to obtain Table 8.

Table 8. Rows and columns corresponding to D1 and D5 
deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2 2 1 1
D3 0 1.5 0
D4 0 0 0
D5

In table 8 it is observed that Column 3 has a single 0 
cost cell corresponding to the nesting of designs D4 and 
D3. Assignment is made to the Row 4- Column 3 cell and 
the rows and columns corresponding to designs D4 and 
D3 are deleted to obtain Table 9.

Table 9. Rows and columns corresponding to D4 and D3 
deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2 2
D3

D4

D5

In Table 9, since no zero cost cell remains so assign-
ment is not possible. 

5.2.2
In Table 5 the cell in Row 3 – Column5 with 0.5 corre-
sponding to nesting of designs D3 and D5 is selected and 
assignment is made to that cell. Thereafter the rows and 
columns showing scrap costs for designs D3 and D5 are 
deleted to obtain Table 10.

Table 10. Rows and columns corresponding to D3 and D5 
deleted

Design →
↓

D1 D2 D3 D4 D5

D1 3 0 3
D2 0 2 1
D3

D4 2 0 0
D5

In Table 10, the 0 in cell Row 1-column 2 is considered 
and allocation is made to the cell. The allocation corre-
sponds to nesting of designs D1 and D2. Row and column 
corresponding to designs D1 and D2 are deleted to obtain 
Table 11. 

Table 11. Rows and columns corresponding to D1 and D2 
deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2

D3

D4 0
D5

From Table 11 it is observed that assignment is made 
to Row 4- Column 4 corresponding to Design 4 which 
cannot be nested. The assignments in the next solution 
are nesting of D1 and D2, nesting of D3 and D5 and no 
nesting of D4. From the Cost Table 1 the total cost of scrap 
C2 = [1 2] + [2 4] + [2 3] = [5 9] and from Table2 the total 
set up and processing time T2 = [3 4] + [1 2] + [1 2] = [5 
8]. On comparing with the Ist Pareto optimal solution (C1 
, T1) = ([3 8] , [8 11] ) it is observed that [3 8]  [5 9] and 
[5 8]  [7 13]. Hence (C2 , T2) = ([5 9] , [5 8] ) is a Pareto 
Optimal solution.

5.3 Third Pareto Optimal Solution
The cells with next higher minimum (non-zero) cost, 
which is 1, are considered. These cells are in Row 1- 
Column 3, Row 2 - Column 3 and Row 2 - Column 4. 
Since the three cells correspond to different nestings of 
designs so they are considered one by one in Sections 
5.3.1, 5.3.2 and 5.3.3.
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5.3.1 
In Table 5 the cell in Row 1- Column3 with 1 corre-
sponding to nesting of designs D1 and D3 is selected and 
assignment is made to that cell. Thereafter the rows and 
columns showing scrap costs for designs D1 and D3 are 
deleted to obtain Table 12.

Table 12. Rows and columns corresponding to designs D1 
and D3 are deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2 2 1 2
D3

D4 0 0 2
D5 2 3 0

From Table 12 it is observed that assignment is made 
to Row 5- Column 5 corresponding to Design 5 which 
cannot be nested. Row and column corresponding to D5 
are deleted to obtain Table 13.

Table 13. Rows and columns corresponding to design D5 
are deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2 2 1
D3

D4 0 0
D5

In Table 13 there are two possible assignments, one 
to the 0 in Row 4- Column 2 corresponding to nest-
ing of designs D2 and D4 and the other to the 0 in Row 
4- Column 4 corresponding to no nesting of design D4. 
Since nesting always reduces the scrap cost so assignment 
is made to the 0 in Row 4- Column 2 corresponding to 
nesting of designs D2 and D4. 

The assignments obtained give nesting of designs D1 
and D3, nesting of D2 and D4 and no nesting of D5.From 
the Cost Table 1 the total cost of scrap C3 = [2 3] + [2 3] 
+ [1 2] = [5 8] and from Table2 the total set up and pro-
cessing time T3 = [3 5] + [2 5] + [2 3] = [7 13]. The third 
solution obtained is (C3 , T3) = ([5 8] , [7 13]). Since [3 8] 

 [5 8] and [8 11]  [7 13], hence (C3, T3) is not a Pareto 
Optimal solution.

5.3.2
In Table 5 the cell in Row 2- Column 3 with 1 corre-
sponding to nesting of designs D2 and D3 is selected and 
assignment is made to that cell. Thereafter the rows and 
columns showing scrap costs for designs D2 and D3 are 
deleted to obtain Table 14.

Table 14. Rows and columns corresponding to designs D2 
and D3 are deleted

Design →
↓

D1 D2 D3 D4 D5

D1 3 3 0.5
D2

D3

D4 2 0 2
D5 0.5 3 0

From Table 14 it is observed that assignment is made 
to Row 4- Column 4 corresponding to Design 4 which 
cannot be nested. Row and column corresponding to D4 
are deleted to obtain Table 15.

Table 15. Rows and columns corresponding to design D4

Design →
↓

D1 D2 D3 D4 D5

D1 3 0.5
D2

D3

D4

D5 0.5 0

From Table 15 it is observed that assignment is made 
to Row 5- Column 5 corresponding to Design 5 which 
cannot be nested. The assignments obtained are nesting 
of D2 and D3, no nesting of D4  and no nesting of  D5. From 
the Cost Table 1 the total cost of scrap C4 = [1 4] + [2 3] + 
[1 2] = [4 9] and from Table2 the total set up and process-
ing time T4 = [3 4] + [1 2] + [2 3] = [6 9]. On comparing 
(C4 , T4) =  ([4 9] , [6 9] ) with the Ist Pareto optimal solu-
tion (C1 , T1) = ([3 8] , [8 11] ) it is observed that [3 8] 
[4 9] and  [6 9] [8 11] and on comparing with the sec-
ond Pareto Optimal solution (C2 , T2) =  ([5 9] , [5 8] ) it is 
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observed that [4 9]  [5 9] and  [5 8]  [7 13]. SinceC1

C4 C2 and T2  T4  T1, the solution (C4, T4) = ([4 
9] , [6 9] ) is a Pareto Optimal solution.

5.3.3
In Table 5 the cell in Row 2- Column4 with 1 corre-
sponding to nesting of designs D2 and D4 is selected and 
assignment is made to that cell. Thereafter the rows and 
columns showing scrap costs for designs D2 and D3 are 
deleted to obtain Table 16.

Table 16. Rows and columns corresponding to designs D2 
and D4 are deleted

Design →
↓

D1 D2 D3 D4 D5

D1 3 1 0.5
D2

D3 0 1.5 0.5
D4

D5 0.5 1.5 0

From Table 16 it is observed that assignment can be 
made to Row 3- Column 1 corresponding to the nesting 
of designs D3 and D1. Rows and columns corresponding 
to designs D3 and D1are deleted to obtain Table 17.

Table 17. Rows and columns corresponding to designs D3 
and D1 are deleted

Design →
↓

D1 D2 D3 D4 D5

D1

D2

D3

D4

D5 0

From Table 17 it is observed that assignment can be 
made to Row 5- Column 5 corresponding to Design 5 
which cannot be nested. The assignments obtained are 
nesting of D2 and D4, nesting of D1 and D3 and no nesting 
of  D5. From the cost Table 1 the total cost of scrap C5 = [2 
3] + [2 3] + [1 2] = [5 8] and from Table2 the total set up 
and processing time T5 = [2 5] + [3 5] + [2 3] = [7 13]. On 
comparing (C5 , T5) =  ([5 8] , [713] ) with the Ist Pareto 
optimal solution (C1 , T1) = ([3 8] , [8 11] ) it is observed 
that [3 8] [5 8] and  [8 11] [7 13] . So (C5 , T5) is not 
Pareto Optimal solution.

On proceeding similarly by selecting the cell with the 
next minimum (non-zero) number together with 0 cost 
cells it is observed that no more new Pareto optimal solu-
tions can be obtained.

The results obtained are summarized in Table 18. 

Table 18. Solutions obtained by applying the newly developed algorithm
Sl. No Cells selected for assignment Nesting of designs Solution Pareto Optimal 

solution
1 All the 0 cost cells of table 5 Nesting of D1 and D2, 

nesting of D3 and D4 and 
no nesting of D5.

(C1 , T1) = ([3 8], [8 11]). 1st Pareto optimal 
solution

2 Cell at Row 1 –Column 5 with 
cost 0.5 and all the 0 cost cells 
of table 5

Solution not possible

3 Cell at Row 3 –Column 5 with 
cost 0.5 and all the 0 cost cells 
of table 5

Nesting of D1 and D2 , 
nesting of  D3 and D5 and 
no nesting of D4

(C2 , T2) =  ([5 9] , [5 8] ) 3rd Pareto Optimal 
solution

4 Cell at Row 1 –Column 3 with 
cost 1 and all the 0 cost cells 
of table 5

Nesting of D1 and D3, 
nesting of D2 and D4 and 
no nesting of D5

(C3 , T3) = ([5 8] , [7 13] ) Not Pareto optimal

5 Cell at Row 2 –Column 3 with 
cost 1 and all the 0 cost cells 
of table 5

nesting of D2 and D3 ,no  
nesting of  D4  and no 
nesting of  D5

(C4 , T4) =  ([4 9] , [6 9] ) 2nd Pareto Optimal 
solution

6 Cell at Row 2 –Column 4 with 
cost 1 and all the 0 cost cells 
of table 5

nesting of D2 and D4, 
nesting of D1 and D3 and 
no nesting of  D5

(C5 , T5) =  ([5 8] , [7 13] ) Not Pareto Optimal
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It can be seen that all solutions obtained are not Pareto 
Optimal and in some cases solution is not obtained. The 
set of solutions obtained, both Pareto optimal and other, 
provide the Decision maker a lot of flexibility in mak-
ing decisions. He can select the solution according to his 
requirement. For example if his primary objective is to 
minimize the cost he will select the 1st Pareto Optimal 
solution and do nesting of designs D1 and D2 , nesting 
of designs D3 and D4 and no nesting of design D5.; if his 
primary objective is to minimize the total set up and pro-
cessing time he will select the 3rd Pareto Optimal solution 
and do nesting of designs D1 and D2 , nesting of designs 
D3 and D5 and no nesting of design D4 ; if his objective 
is to minimize both as much as possible he will take the 
middle path and consider the 2nd Pareto Optimal solution 
and do nesting of designs D2 and D3 ,no  nesting of design 
D4  and no nesting of design D5. Apart from the three 

Pareto Optimal solutions the other solutions obtained by 
the proposed method can also be selected by the decision 
maker as per requirement and conditions.

6. Conclusion

The algorithm developed in this paper provides a heuris-
tic technique to find Pareto Optimal solution of the fuzzy 
bicriteria sheet metal problem. The set of Pareto Optimal 
solutions obtained provides flexibility to the DM and 
he can select the solution according to his priority. The 
method can also be applied to costs and times being tri-
angular and trapezoidal fuzzy numbers. By considering a 
proper ranking approach the triangular and trapezoidal 
fuzzy numbers can be converted to crisp numbers and 
thereafter the newly developed algorithm can be applied 
to get Pareto Optimal solutions. The heuristic technique 

7 Cell at Row 3 –Column 3 with 
cost 1.5 and all the 0 cost cells 
of table 5

nesting of D1 and D2 ,no  
nesting of  D3,  no nesting 
of  D4 and no nesting of D5

(C6 , T6) =  ([7 12] , [8 13] ) Not Pareto Optimal

8 Cell at Row 5 –Column 3 with 
cost 1.5 and all the 0 cost cells 
of table 5

nesting of D1 and D2,  
nesting of  D3 and  D5 and 
no nesting of  D4.

(C7 , T7) =  ([5 9] , [5 8] ) 3rd Pareto Optimal 
solution, same as  
(C2 , T2)

9 Cell at Row 2 –Column 5 with 
cost 2 and all the 0 cost cells 
of table 5

nesting of D5 and D2,  
nesting of  D3 and  D1 and 
no nesting of  D4.

(C8 , T8) =  ([6 11] , [7 13] ) Not Pareto Optimal

10 Cell at Row 2 –Column 2 with 
cost 2 and all the 0 cost cells 
of table 5

nesting of D3 and D1 ,  no 
nesting of  D2,  no nesting 
of  D4, no nesting of  D5

(C9 , T9) =  ([8 12] , [8 13] ) Not Pareto Optimal

11 Cell at Row 4 –Column 1 with 
cost 2 and all the 0 cost cells 
of table 5

nesting of D3 and D2 ,  
nesting of D4 and D1 and 
no nesting of  D5

(C10 , T10) =  ([5 12] , [9 14] ) Not Pareto Optimal

12 Cell at Row 4 –Column 5 with 
cost 2 and all the 0 cost cells 
of table 5

Solution not possible

13 Cell at Row 4 –Column 1 with 
cost 2 and all the 0 cost cells of 
table 5

nesting of D3 and D1 ,  
nesting of D5 and D2 and 
no nesting of  D4

(C11 , T11) =  ([6 11] , [7 13] ) Not Pareto Optimal

14 Cell at Row 1 –Column 1 with 
cost 3 and all the 0 cost cells 
of table 5

Solution not possible

15 Cell at Row 1 –Column 4 with 
cost 3 and all the 0 cost cells 
of table 5

nesting of D3 and D2 ,  
nesting of D4 and D1 and 
no nesting of  D5

(C12 , T12) =  ([5 12] , [9 14] ) Not Pareto Optimal

16 Cell at Row 5 –Column 4 with 
cost 3 and all the 0 cost cells 
of table 5

Solution not possible
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developed is very easy to understand and implement and 
can thus be applied extensively in the fuzzy nesting prob-
lem. In the present work the nesting is considered to be at 
most in pairs. However this can be also extended to nest-
ing of up to three designs on a sheet. 
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Abstract 

In today’s era when a substitute for almost every product is readily available, acceptance and adoption 

of a new product in a market requires substantial amount of promotion. Here we formulate and 

analyze policies for promoting sales of a product in a market through optimal control theory problems. 

The market is partitioned into various segments depending upon multifarious demands of customers 

and promotion of the product is done segment-wise. The aim is to maximize the profits keeping in 

mind the demand requirements and the available budget for promotion. In order to provide a realistic 

model, the total available budget is taken to be imprecise. The optimal control model with fuzzy 

parameter is converted into crisp form using necessity and possibility constraints, and thereafter solved 

by using Pontryagin Maximum principle. To illustrate this technique, a numerical example is also 

considered by discretizing the model. The analysis also gives a deep insight of how the promotional 

effort should be planned by the decision makers keeping in mind the financial constrains without 

hindering the promotional effort at the end of the planning period. This paper mirrors the real time 

situation that could be faced by any industry, including that of software development, where budgets 

may have variable components and promotion of products may vary according to different regions and 

markets. The experimental data reveals that profitability can still be maximized if real-life constraints 

are applied in promotional planning by any industry. 
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Introduction 

With markets being flooded with substitutes, there has been an increased need to promote 

products more aggressively and strategically. Manufacturers cannot take monopoly for 

granted anymore and they must compete with other substitutes to sell their product. In order 

to popularize its new products manufacturers continuously formulate newer advertising plans. 

The customers approached by a manufacturer via some promotional strategies may be of 

varied interests, age groups and purchasing power. Hence, there is a need to partition the 

market and promote the products in a segment-wise manner. In addition to promoting 

products to the entire population as a whole, it is vital to take into account diffusion of 

innovation in a target market to formulate promotional strategies. In this paper we consider 

the total promotional effort cost to be consisting of cost of segment-wise promotion and mass 

promotion. In real world problems, the budget to be utilized for promotion may not be known 

completely. The model thus proposed in this paper inter alia allows the available budget to be 

a fuzzy parameter while using optimal control theory to analyze diffusion of innovation. 

The concept of fuzzy sets was pioneered by Zadeh (1965), who offered a practical way 

to model imprecise data by using fuzzy numbers and fuzzy intervals. Thereafter, the task of 

modelling real problems with vague parameters could be dealt in a more efficient manner. 

Optimal control theory has proved to be a tool of great importance for analyzing models 

related to diffusion of innovation. Since the time when basic model was given by Bass (1969) 

in the field of marketing, many modifications and variations have been proposed to meet 

specific requirements. These variations have made a considerable effect on various 

parameters in the diffusion process. Authors Robinson and Lakhani (1975) have studied the 

impact of price. On the other hand, authors Horsky and Simmon (1983) have analyzed the 

effect of advertising on the diffusion of a new product in the market. The application of 

optimal control theory in advertising models for markets that are partitioned have been carried 

out by (Little and Lodish, 1969; Grosset and Viscolani, 2005). Later Jha et al. (2009) 

optimized the advertising efforts for promotion of a new product in a segmented market. In 

their paper, the authors considered the sales outcome under two situations. In one case, the 

effect on sales outcome was considered when advertising was done separately and 

independently in each segment. In the other case, the effect of advertising on the entire 

population as a whole was considered. Significant research has been made in application of 

optimal control theory in product promotion strategies in both partitioned and consolidated 

markets for several variants such as price, sales outcome etc. but not in respect of other 

important variants such as “budget”. Various other innovation-diffusion models for dynamic 

and segmented markets have been given by (Huang et al., 2012; Helmes et al., 2013). In all 

these models the parameters that have been considered are crisp in nature. In most cases, the 

available resources are fixed. But in real world problems, this may not be the case. In reality it 
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may so happen that due to abrupt fluctuations in demand or price of a product, there could be 

a sudden need to increase the number of resources. 

To incorporate the imprecise behavior, many fuzzy optimal control theory models have 

been proposed in the past. The concept of fuzzy set theory is applied to such problems where 

the resource parameters are assumed to be some specific kind of fuzzy numbers. A fuzzy 

optimal control problem, which is non-linear in nature with fuzzy objective function, has been 

considered by Filev and Angelov (1992). Maity and Maiti (2005) have discussed production 

inventory models in which, the production and holding costs are not known precisely. The 

authors have used weighted average technique to convert a multi-objective program to a 

single objective problem. The products considered in this paper are deteriorating in nature and 

the optimal control problem is solved for values of demand, production and inventory levels. 

A fuzzy optimal control problem in the field of portfolio optimization has been considered by 

Zhu (2009), where the risk assets are assumed to give fuzzy returns. For a multilevel system 

with fuzziness at each stage, a model to solve optimal control problem is discussed by Zhu 

(2011). Ramezanzadeh and Heydari (2011) have considered solving an optimal control 

problem with fuzzy parameters. Use of Pontryagin principle and K-T conditions have been 

made to solve the resultant crisp problem and “Chance constrained programming” technique 

has been employed to obtain the corresponding crisp constraints. Roul et al. (2019) has 

studied control theory problems with control variable as the rate of production. The objective 

was to minimize the production cost with fuzzy cost constraints. In addition to that, Optimal 

Control Theory problem in which the fuzziness in parameters is expressed as fuzzy intervals 

has been studied by Campos et.al. (2020). 

A study of literature also provides us with numerous production and inventory models, 

which are formulated under a fuzzy environment and analyzed using the concept of optimal 

control theory. Maity and Maiti (2007) have applied the theory of optimal control to solve a 

production inventory problem with multiple products. The production process has been 

assumed to result in some defective products and thereby creating shortages. The space and 

the amount invested has been assumed to be fuzzy in nature and the corresponding contract is 

firstly converted to crisp ones and the optimal control model obtained is solved using 

Pontryagin’s principle, K-T conditions and Generalized reduced gradient technique. In a 

paper given by Mandal et. al. (2010), the authors have presented a model in the area of 

production and inventory for defective items; and the theory of optimal control has been used 

to achieve the minimum cost for each of the ‘n’ items produced. The demand rate has been 

taken to be dependent on the level of stock. This model provides a production inventory 

scheme with time period, unit production and holding costs taken to be fuzzy in nature. It may 

be gleaned from the above papers that optimal control theory and fuzzy concepts have been 

merged in various studies relating to inventory and production. A multi-product optimal 

control problem, which considers the production and inventory models, has been considered 
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in the paper given by Roul et.al. (2015). The constraint which limits the cost of production, 

has been taken to be both crisp and imprecise in nature. The demand is assumed to be 

dependent on time and the defectiveness in the production process is reliability and time 

dependent. 

While assuming some variants as fuzzy in nature, there have been studies in respect of 

innovation-diffusion models as well. In their paper, Cheng et.al. (2009) have discussed an 

innovation-diffusion model for Information and Communication Technology products on the 

Internet. The authors have developed a trend-weighted time-series model which is fuzzy in 

nature to predict more efficiently the process of innovation and diffusion of such products. 

Similarly, innovation diffusion models for new products has been studied by Aggarwal et. al. 

(2012). The model in their paper is assumed to have a potential market of dynamic nature. 

The co-efficient of innovation and the initial potential market size is taken to be imprecise. 

Representing these parameters as certain fuzzy numbers, the authors aim to calculate the eco- 

nomic order quantity. Chanda and Kumar (2016) have further developed an economic order 

quantity model for dynamic potential markets. The initial price, advertising and market size 

are assumed to be fuzzy in nature and are represented by fuzzy numbers. Mehta et.al. (2020) 

have considered an innovation diffusion model in order to find optimal promotion efforts to 

be made when a new product is introduced in the market. The authors have considered the 

market size to be dynamic in nature along with an additional assumption that the market is 

segmented. Policies to maximize profits have also been formulated. 

To the best of our knowledge, the models in literature have considered various 

situations but, budget has not been a variant and various other parameters are also considered 

as fixed while developing promotional strategies. Fuzziness has also been introduced in 

various studies relating to inventory and production and innovation diffusion. However, in 

this paper we have discussed a model in which the process of innovation diffusion of a new 

product is studied in an environment where promotional efforts are distributed over various 

market segments. Moreover, the total available budget for promotion is one of the variants 

and is additionally considered to be imprecise in nature, like in most of the real-world 

problems.  The use of fuzzy set theory is made to incorporate such fuzzy parameters in the 

model and the parameter is represented by a triangular fuzzy number. The imprecise budget 

constraint assumed to be of possibility or necessity type, or both, is defuzzified using the 

techniques given by (Dubois and Prade, 1988,1997; and Liu and Iwamura, 1998). The crisp 

model is then solved by using Pontryagin’s maximum principle to maximize profits. 

In any industry, including that of software development, it is necessary to promote the 

products across the world. A very straightforward way to plan promotion is to allot a budget, 

identify regions/markets and execute the promotion plan while exhausting the financial 

support sanctioned in a budget. However, real-time situations are not straightforward and 
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seldom demonstrate a linear relationship as illustrated in the aforesaid simple example. In 

real-time situations, the budget may not be fixed and might laid out as a broad range with 

some component as variable. Similarly, markets may not be homogenous and the promotion 

may have to be executed in a segment-wise manner. Thus, by mirroring real-life situations, 

what we formulate here is a method to increase efficiency and optimize budget utilization for 

both homogenous and segmented markets while considering the budget to be fuzzy.   

Preliminaries 

Definitions 

Definition 1 Fuzzy Set   t is a set    in the universe of discourse   which is characterized by 

the membership function µ      → [0, 1] 

Definition 2 Fuzzy Number: A fuzzy set    in R is said to be a fuzzy number if    real 

numbers ‘a’ and ‘b’, a     b such that the membership function for    is given by: 

µ    (x) ={
 ( )    
       
 ( )    

  

where   ( ) (    )  [   ] is a function which is increasing, continuous from the 

right and satisfying l(x)=0 whenever      for some      ; 

and   ( ) (   )  [   ] is a function which is decreasing, continuous from the left 

and satisfying r(x) = 0 whenever x > r1 for some r1 > b. 

The figure below illustrates the membership function for the fuzzy number 3. 

 

 

Figure 1: Membership function for the fuzzy number 3 

Definition 3 Triangular Fuzzy Number:   fuzzy set    in   is said to be a triangular fuzzy 

number if its membership function is given by: 
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The number    is denoted by the triplet  a1, a2, a3) and it’s membership function is in the 

form of a triangle, as depicted by the figure given below: 

 

Figure 2. Membership function for the triangular fuzzy number 

Operations on Fuzzy numbers 

The operation * on fuzzy numbers    and Ỹ in   gives a fuzzy set in  .  t can be seen that    

*Ỹ thus obtained is a fuzzy number  adeh  1   ).  urther using  adeh’s  xtension principle, 

the fuzzy number      Ỹ is given by the membership function: 

   ̃  ̃( )     
         

   (  ̃( )   ̃( ))  

More specifically, we have 
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For triangular fuzzy numbers  ̃ given by (a1, a2, a3) and Ỹ given by (b1, b2, b3), it can be 

seen that  ̃ (+) Ỹ,  ̃ (-) Ỹ, - ̃ and k ̃ are triangular fuzzy numbers with 

 ̃ (+) Ỹ given by (a1 + b1, a2 + b2, a3 + b3), -Ỹ given by (-b3, -b2, -b1), k ̃ given by (ka1, 

ka2, ka3), and  ̃ (-) Ỹ given by (a1 − b3, a2 − b2, a3 − b1). 

Possibility and Necessity on Fuzzy numbers 

 et    and Ỹ be two fuzzy numbers in R with membership functions µ  (x) and µỸ(y).   As 

given by (Zadeh, 1999; Dubois and Prade, 1988,1997; Liu and Iwamura, 1998a, 1998b) the 

Possibility and Necessity of certain events in the fuzzy environment are given as follows: 

Pos      Ỹ)= sup{min(µ  (x) , µỸ(y)) : x, y   R, x   y} 

Pos      Ỹ)= sup{min(µ  (x) , µỸ(y)) : x, y   R, x < y} 

and Pos      Ỹ)= sup{ min(µ  (x) , µỸ(x)) : x   R} 

 f    c is crisp real number, then the above possibilities become   

Pos c   Ỹ)= sup{min(µỸ(y)) :  y   R, c    y} 

Pos(c < Ỹ)= sup{min(µỸ(y)) :  y   R, c < y} 

and Pos(c = Ỹ)= µỸ(c) 

 

 n general, the Possibility of      Ỹ is given by: 

Pos      Ỹ) = sup{min(µ  (x) , µỸ(y)) : x, y   R, x * y} 

where * represents any one of the relational operators <,  , =, >,  . 

Further, the Necessity is defined as follows: 

 es      Ỹ)= inf {max(µ  (x) , µỸ(y)) : x, y   R, x   y} 

Considering the fact that necessary and possible events share a dual relationship, we get 

the following expression: 

   ( ̃    )       ( ̃    ̅̅ ̅̅ ̅̅ ̅)  

In particular for two triangular fuzzy numbers  ̃ = (X1, X2, X3) and Ỹ = (Y1, Y2, Y3) the 

value of Pos       Ỹ) is given by the following cases: 

Case 1: When X2   Y2, Pos       Ỹ) =1 
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Figure 3. Membership function for two triangular fuzzy numbers with X2 ≤ Y2 

Case 2: When X2 > Y2 and Y3 > X1, Pos      Ỹ) = δ, where δ = 
     

           
 

 

Figure 4. Membership function for two triangular fuzzy numbers with X2 > Y2 and Y3 > X1 

 

Case 3: When X1 ≥ Y3, Pos      Ỹ) = 0  

 

Figure 5: Membership function for two triangular fuzzy numbers with X1 ≥ Y3 

 

 ence Pos      Ỹ) can be given as: 

Pos      Ỹ) ={

                

   
     

           
                          

                                  

 (1) 



Optimal Promotional Effort Policy for Innovation Diffusion Model in a Fuzzy … 150 

 

Programming Problem in fuzzy environment 

Let us consider the following programming problem with fuzzy parameters: 

Maximize J 

subject to g   Ỹ                            (FP) 
(1) 

where J is the objective function and g is the constraint involving the fuzzy parameter 

Ỹ. 

To convert the constraints to their equivalent crisp versions, similar to the concepts 

given by Liu and Iwamura (1998a, 1998b), we can write the problem (FP) problem under 

necessity and possibility constraints as 

Maximize J 

subject to Nes    ̃      and/or        ̃     
 

where η1 and η2 are predetermined confidence levels for the fuzzy constraint. 

Model Notations 

To define the model, the following notations are adopted throughout this paper: 

 : the total number of market segments and a discrete variable  

   : the total number of potential customers of the product in     segment  

  ( ): the number of adopters for the     segment at time t  

  ( ): the differentiated promotional effort rate for     segment at time t  

 ( ):  the mass market promotional effort rate at time t   

  :  the segment spectrum of mass promotion  

  :  the coefficients of external influence in     segment  

  :  the coefficients of internal influence in     segment  

  (  ( ))  
  

 
  
 ( ):   the differentiated market promotional effort cost  

 ( ( ))  
 

 
  ( ):  the mass market promotional effort cost  

  :  the sales price per unit for     segment  

  :  the production cost  for       segment  
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 ̃: fuzzy variable representing the total available budget 

Model Development 

In this section, we consider a monopolistic firm which produces a single product in market 

with M(>1) market segments. The firm simultaneously uses mass market promotion and 

differentiated market promotion to capture the potential market in each segment, respectively. 

The total available budget for promotion is taken to be imprecise. Under the influence of mass 

market and differentiated market promotion, the problem is formulated as follows: 

           ∫ (∑[(     )  ̇( )  
  
 
  
 ( )]

 

   

 
 

 
  ( ))  

 

 

 (2) 

subject to 

  ̇( )  (     
  ( )

  ̅
) (  ( )     ( ))(  ̅    ( ))  (3) 

  ( )         
    ( )    

               ( )     (4) 

∫ (∑
  
 
  
 ( )

 

   

 
 

 
  ( ))  

 

 

  ̃ (5) 

Using properties of definite Integral, we get from equation (5) 

∑
  
 
  
 ( )

 

   

 
 

 
  ( )  

 ̃

 
 (6) 

There are two different forms of the fuzzy constraint given by equation (6) depicting 

two different scenarios. 

Scenario 1:           ∑
  

 
  
 ( ) 

    
 

 
  ( )  

 ̃

 
          

This can also be written as 

   {∑
  
 
  
 ( )

 

   

 
 

 
  ( )  

 ̃

 
}       (7) 

Scenario 2:         

   {∑
  
 
  
 ( )

 

   

 
 

 
  ( )  

 ̃

 
}     (8) 
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Equivalent crisp representation of the proposed model 

Let  ̃  (        ) be a triangular fuzzy number. Then 
 ̃

 
 (              ) be 

given by the triangular fuzzy number (  
    

    
 ).   

The problem represented by (2)-(6) reduces to the following: 

           ∫ (∑[(     )  ̇( )  
  
 
  
 ( )]

 

   

 
 

 
  ( ))  

 

 

 (9) 

subject to (3) and (4) for all scenarios and 

for Scenario 1:  

∑
  

 
  
 ( ) 

    
 

 
  ( )    

 

  
    

       (10) 

for Scenario 2: 

  
  (∑

  

 
  
 ( ) 

    
 

 
  ( ))

  
    

     
(11) 

Mathematical techniques to solve the above crisp model 

For the problem (9)-(11), the corresponding Hamiltonian function is: 

  ∑[(     )  ̇( )  
  
 
  
 ( )]

 

   

 
 

 
  ( )  ∑  ( )  ̇( )

 

   

 (12) 

The corresponding Lagrangian is 

for Scenario 1 

     [(    )  
      

  (∑
  
 
  
 ( )

 

   

 
 

 
  ( ))] (13) 

and for Scenario 2 

     [(    )  
      

  (∑
  
 
  
 ( )

 

   

 
 

 
  ( ))] (14) 

In general for Scenario k=1,2, L may be given by 
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     [(    )    
      

  (∑
  
 
  
 ( )

 

   

 
 

 
  ( ))] (15) 

K-T Conditions for the    (     ) Scenario are 

 [(    )    
      

  (∑
  
 
  
 ( )

 

   

 
 

 
  ( ))]    (16) 

The adjoint functions   ( ) are obtained by using the Maximum Principle as follows: 

 

  
  ( )   

  

   ( )
 (17) 

  ( )    (18) 

    
  

   ( )
 (        ( ))

   ̇( )

   ( )

 (        ( ))(  ( )     ( )) (         
  ( )

  ̅
) 

(19) 

Hence from equation (17),   ( ) satisfies equation (18) and is given by 

 

  
  ( )   (        ( ))(  ( )     ( )) (         

  ( )

  ̅
) (20) 

According to the Maximum principle, the Lagrangian is to be maximised with respect to 

the control variables   ( )            ( ) at every instant of time. Using equation (15) 

we get: 

  

   ( )
      ( )  (        ( )) (     

  ( )

  ̅
) (  ̅    ( ))       ( ) (21) 

and 

   

   
 ( )

    (   ) (22) 

Letting   
(        ( ))(     

  ( )

  ̅̅ ̅̅
)(  ̅̅ ̅   ( ))

  (   )
, we can infer the following three cases: 

Case 1: If 
  

   ( )
   then the Lagrangian L is an increasing function of   ( )       ( )  

            
   

Case 2: If 
  

   ( )
   then L is maximised for the value of   ( ) as   

 ( )    (         ) 
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Case 3: If 
  

   ( )
   then L is a decreasing function of   ( ) and   ( )              

   

Similarly using equation (15) we get: 

  

  ( )
     ( )  ∑  (        ( )) (     

  ( )

  ̅
) (  ̅    ( ))

 

   

    ( ) (23) 

and 

   

   ( )
   (   ) (24) 

Letting B = 
∑   (        ( ))(     

  ( )

  ̅̅ ̅̅
)(  ̅̅ ̅   ( ))

 
   

 (   )
, we can infer the following three cases: 

Case a: If 
  

  ( )
 > 0 then the Lagrangian L is an increasing function of  ( ) and  ( )  

              

Case b: If 
  

  ( )
 = 0 then L is maximised for the value of  ( ) as   ( )    (for      ) 

Case c: If 
  

  ( )
 < 0 then L is a decreasing function of  ( ) and  ( )                

Numerical Illustration 

A numerical example is presented here to demonstrate the usage of the above proposed 

model. The equivalent crisp control theory problem given by Equations (9) - (11) is 

transformed to a discrete form by using the technique proposed by Rosen (1968). The 

following discrete formulation of the problem is considered for its numerical application: 

           ∑(∑[(     )(  (   )    ( ))  
  
 
  
 ( )]

 

   

 
 

 
  ( ))

 

   

 (25) 

subject  to 

  (   )    ( )  (     
  ( )

  ̅
) (  ( )     ( ))(  ̅    ( ))  (26) 

  ( )         
    ( )    

        ( )                      (27) 

for all scenarios and  

for Scenario 1: 
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∑
  

 
  
 ( ) 

    
 

 
  ( )    

 

  
    

               (28) 

for Scenario 2: 

  
  (∑

  
 
  
 ( ) 

    
 

 
  ( ))

  
    

             (29) 

The above model is solved by using Lingo11. The value of M which denotes the 

number of segments into which the population is divided is taken as 3. The entire time 

interval is assumed to be divide into 23 time periods of equal duration. The values taken for 

the different parameters used is tabulated below: 

Table 1: Values of Parameters 

Segments   
̅̅ ̅ pi qi αi Pi Ci ϵi Initial Sales 

1 169107 0.00166 0.4176 0.32 4000 3400 227500 11760 

2 152460 0.004161 0.480575 0.32 4400 3700 227500 8231 

3 157581 0.00138 0.540395 0.32 4200 3400 227500 8260 

 

The value of   is taken as 500000 and T is taken as 23. The total available budget which 

is assumed to be fuzzy in nature, is represented by the triangular fuzzy number and the value 

of (  
    

    
 ) is taken as (775000, 870000, 975000). 

 Scenario 1 

Using the value of η1 as 0.05, the values of optimal sales obtained in each market segment are 

given as follows: 

Table 2: The Optimal Sales in segmented market 

Time T1 T2 T3 T4 T5 T6 T7 T8 

x1(t) 11760 14988.11 18985.32 23894.85 29863.88 37029.36 45496.45 55308.91 

x2(t) 8231 9958.304 11977.24 14328.98 17057.46 20208.21 23826.77 27956.29 

x3(t) 8260 10663.04 13692.26 17485.52 22195.44 27980.94 34991.66 43343.14 

Time T9 T10 T11 T12 T13 T14 T15 T16 

x1(t) 66413.62 78625.46 91603.74 104855.3 117777.6 129744.3 140217.1 148848.3 

x2(t) 32634.39 37889.13 43734.28 50164 57147.43 64623.86 72499.34 80646.03 

x3(t) 53082.06 64143.91 76311.05 89186.25 102201.7 114680.2 125948.8 135476.8 

Time T17 T18 T19 T20 T21 T22 T23  

x1(t) 155535.6 160408.3 163756 165935 167288.7 168118.1 168577.1  

x2(t) 88905.23 97095.36 105025.1 112511.1 119402.5 125699.1 131138.2  

x3(t) 142987 148493 152248.3 154638.2 156072.6 156972.9 157338.4  
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Table 3. Optimal promotional efforts in the segmented market 

Time T1 T2 T3 T4 T5 T6 T7 T8 

u1(t) 0.2053868 0.2059914 0.206755 0.2077188 0.2089337 0.2104622 0.2123804 0.2147789 

u2(t) 0.602532 0.604741 0.607542 0.61109 0.615573 0.62122 0.628306 0.637152 

u3(t) 0.332071 0.332603 0.33323 0.333968 0.334835 0.335852 0.337042 0.338431 

u(t) 0.4760204 0.4774322 0.4792483 0.4815818 0.484576 0.4884107 0.4933093 0.4995469 

Time T9 T10 T11 T12 T13 T14 T15 T16 

u1(t) 0.2177633 0.2214527 0.2259741 0.2314525 0.2379929 0.2456567 0.2544322 0.2642119 

u2(t) 0.648125 0.661619 0.678031 0.697708 0.720872 0.747517 0.777299 0.80946 

u3(t) 0.340048 0.341924 0.344095 0.346596 0.349464 0.352734 0.356435 0.360585 

u(t) 0.5074549 0.5174233 0.5298943 0.5453416 0.5642305 0.586952 0.6137395 0.6445974 

Time T17 T18 T19 T20 T21 T22 T23  

u1(t) 0.2747952 0.2859491 0.2976174 0.3110294 0.350836 0.3553921 0.4066611  

u2(t) 0.842832 0.875994 0.907651 0.937739 0.987423 1 0.0574  

u3(t) 0.365181 0.370192 0.375559 0.381239 0.388278 0.393908 2.690314  

u(t) 0.6793172 0.71775 0.760866 0.8172122 1 1 0.0453  

 

The optimal value of total profit for Scenario 1 is 313094100 units. 

Scenario 2 

Taking the value of η2 as 0.5, the values of optimal sales obtained in each market segment are 

given as follows: 

Table 4: The Optimal Sales in segmented market 

Time T1 T2 T3 T4 T5 T6 T7 T8 

x1(t) 11760 14900.93 18770.19 23500.05 29226.58 36077.5 44153.6 53503.38 

x2(t) 8231 10746.23 13878.15 17751.07 22498.71 28255.32 35140.65 43237.72 

x3(t) 8260 10586.29 13499.6 17125.33 21602.14 27074.91 33681.96 41534.6 

Time T9 T10 T11 T12 T13 T14 T15 T16 

x1(t) 64092.37 75771.81 88255.71 101118.3 113823.6 125792.7 136497.1 145554.3 

x2(t) 52563.29 63034.17 74436.39 86409.23 98458.52 110009.8 120498.9 129477.8 

x3(t) 50688.45 61107.86 72629.07 84933.28 97545.12 109871.8 121287.8 131250.1 

Time T17 T18 T19 T20 T21 T22 T23  

x1(t) 152790.6 158250 162147.3 164790.3 166503 167570.8 168246  

x2(t) 136699.9 142151.1 146015.1 148595.2 150226.1 151208.3 151817  

x3(t) 139406.5 145656.1 150136.1 153146.5 155050.7 156191 157035.7  
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Table 5. The Optimal promotional efforts in the segmented market 

Time T1 T2 T3 T4 T5 T6 T7 T8 

u1(t) 0.5785115 0.5805325 0.58308 0.5862854 0.590309 0.5953445 0.6016221 0.6094091 

u2(t) 0.5075558 0.5091364 0.5111462 0.5136978 0.5169315 0.5210203 0.5261742 0.5326452 

u3(t) 0.452744 0.4540116 0.4556297 0.4576926 0.4603189 0.4636561 0.4678857 0.4732289 

u(t) 0.2240509 0.2247599 0.225659 0.2267976 0.2282367 0.230051 0.2323313 0.2351852 

Time T9 T10 T11 T12 T13 T14 T15 T16 

u1(t) 0.619006 0.6307354 0.6449175 0.6618295 0.6816434 0.7043433 0.7296338 0.7568635 

u2(t) 0.5407277 0.5507549 0.5630852 0.5780737 0.5960236 0.6171125 0.6412976 0.6682171 

u3(t) 0.4799498 0.4883555 0.4987901 0.5116162 0.5271801 0.5457532 0.5674492 0.5921263 

u(t) 0.2387379 0.2431295 0.248509 0.2550212 0.2627857 0.2718656 0.2822282 0.2937053 

Time T17 T18 T19 T20 T21 T22 T23  

u1(t) 0.7850061 0.8127405 0.8386484 0.8614937 0.8804888 0.9255937 0.9477261  

u2(t) 0.6971222 0.7268866 0.7561292 0.7834413 0.8076557 0.8796074 0.9552448  

u3(t) 0.6193001 0.648115 0.6774158 0.7059356 0.7325522 1 1  

u(t) 0.305968 0.3185352 0.3308314 0.3422867 0.3524534 0.4112431 0.4278221  

 

The optimal value of total profit for Scenario 2 is 310339800 units. 

Discussion 

Optimal control theoretic models are of immense importance to the software engineers as well 

as marketing managers as they deal with many sophisticated decision-making activities. The 

goal of all optimization problems is to either maximize benefits and/or minimize efforts. The 

resource and other constraints used in optimal control problems are assumed to be 

deterministic or stochastic in nature, which is not true in general.  In most real-life problems, 

it is observed that some of the model constants can only be computed roughly due to their 

dependence on various non-deterministic factors. Hence the optimal solution of the problem 

so obtained, is not actually representative of the complete system information and can provide 

us with the incorrect picture of the system. In such cases defining the problem under fuzzy 

environment offer the opportunity to model subjective imaginations of the decision maker as 

precisely as a decision maker will be able to describe it. Optimal control theory approach 

under fuzzy environment is gaining even more importance in the era of globalization due to 

some additional sources contributing to bringing uncertainties in the problem definitions. 

To summarize the results here, a total expenditure on promotion in the first scenario is 

3913472.174 units whereas in the second scenario it is 3821125.088 units. Thus, we observe 

that a higher level of expenditure on promotion results in increase in the profit for a fuzzy 

(variable) budget although the relationship of increase in expenditure on promotion and 
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corresponding profit is not linear.  t is also seen that the “necessity” constraint requires 

greater efforts for promotion than “possibility” constraints.  urther, we note that increased 

promotional effort rates over a period of time results in an increase in sale of a product.  

Figure 6 and Figure 7 depict the graphs of optimal sales (  
 ( )) from the potential 

market in each segment. The graphs of optimal values of promotional effort rate 

((  ( )   
 ( )) for both mass and differentiated promotions are shown in Figure 8 and Figure 

9 in both scenarios. 

 

 
 

Figure 6. Optimal values of sales in first scenario 

 

 
 

Figure 7. Optimal values of sales in second scenario 
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Figure 8. Optimal promotional effort rates in first scenario 

 
 

Figure 9. Optimal promotional effort rates in second scenario 

From Figure 6 and Figure 7, it can be concluded that sales (  
 ( )) starts from initial 

value and then increase as time increases and follows a s-shaped curve which is a common 

sales pattern in innovation-diffusion models. Figure 8 and Figure 9 display that initially 

optimal promotional effort rates are increasing over time. This result shows that promotional 

efforts are used to generate awareness and sales of the product in planning period. 

Conclusion and Scope for Future Research 

With fast-paced technical developments, we witness more and more new products being 

produced or earlier products upgraded. However, with the same pace corresponding set of 

substitutes also catch-up with these changes. Under these circumstances, a firm has to put in 

more efforts to popularize its goods. Here we have selected constraints based on real-life 

situation and use optimal control theory to determine how a company can take decisions 

regarding allocation of funds for the purpose of promoting its product. The market has been 
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divided into groups of customers having similar preferences, so that promotion can be done in 

an efficient manner. In addition, the company can also keep aside some funds for promotion 

of its product to the entire population as a whole. To handle the fluctuation in funds, the 

budget available is taken as a triangular fuzzy number. These constraints assimilate real-life 

situations faced by any industry. The fuzzy programming problem is first converted to a crisp 

one by the use of Necessity and Possibility constraints and the model is further discretized to 

analyze a given numerical example. The use of Lingo11 software has been made to achieve 

the results. The results show optimal use of resources and determine maximum profit that can 

be obtained in real-time for a variable budget to promote a product in both homogenous and 

segment-wise market. Similar models can be studied in future where the firm has more than 

one product to promote and the fuzzy parameter denoting the budget is a general fuzzy 

number. 
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Chapter 24
A Survey of Portfolio
Optimization with Emphasis
on Investments Made by Housewives
in Popular Portfolios

Sunita Sharma and Renu Tuli

24.1 Introduction

Financing is one of the major needs of every individual in order to channelize one’s
income resources in the best possible way. Financial mathematics has been applied to
portfolio optimization since 1950s whenMarkowitz [1, 2] first applied mathematical
tools for optimizing portfolio selection and proposed the Markowitz model. Later
on, Hatemi and El-Khatib [3] developed an approach combining optimization of risk
and return. A very important tool in portfolio optimization called the Sharpe ratio
was developed by Sharpe [4]. Lorentz [5] modified the Sharpe ratio and showed that
investment of at least half of the capital among assets gives the best performance
of portfolio. Tsuil and Chadam [6] developed two strategies to improve the Sharpe
ratio. Sinha and Tripathi [7] compared the Markowitz and Sharpe’s models on the
basis of risk and return.

The present work focuses on identifying popular portfolios preferred by house-
wives, identifying the tools which are best suited for optimizing portfolios and apply-
ing the optimization tools, which have been identified as best suited, on the popular
portfolios.

Section 2 gives the basic terms and definitions, Sect. 3 deals with collection and
analysis of data, Sect. 4 shows the steps to find the optimal portfolio and the results
obtained on implementing the steps on the data, and Sect. 5 gives the concluding
remarks.

S. Sharma
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24.2 Basic Terms and Definitions

(i) Pre-Financial Instruments: Monetary contracts like currencies, shares, bonds,
stocks and mutual funds are called financial instruments.

(ii) Portfolio: A combination of a persons financial instruments is called a
portfolio.

(iii) Asset Return [8]: An asset is a financial instrument which can be bought and
sold. The return of an asset is R = x1

x0
, x0 is the amount at which the asset is

purchased, and x1 is the amount at which the asset is sold. The rate of return
on the asset is r = x1−x0

x0
= R − 1.

(iv) ExpectedReturn of a Portfolio [8]: Let a portfolio consist of n assets. Expected
return of the portfolio is r = ∑n

i=1 riwi where ri = Ri − 1, i = 1, 2, . . . , n,
Ri is the return on asset i and wi is the weight factor for asset i satisfying∑n

i=1 wi = 1.
(v) Portfolio Variance [9]: Variance of the portfolio is given by σ 2 =∑n

r=1 w
2
i σ

2
i + ∑n

i, j=1 wiw j Cov vi j , where σ 2
i denotes the variance of rates

of return for asset i and Cov vi j denotes the covariance between the rates of
return for assets i and j.

(vi) Sharpe Ratio: The Sharpe ratio = (mean portfolio return − risk-free
rate)/standard deviation of portfolio return.

(vii) Markowitz Model: This model considers the return, standard deviation and
coefficient of correlation to determine the efficient set of portfolio.

(viii) Portfolio Optimization: It is the process of finding the optimal portfolio so as
to maximize the expected return and minimize the risk.

(ix) Efficient Frontier: It is the set of all optimal portfolios that maximize the
expected return for a defined level of risk or minimize the risk for a given
level of expected return.

24.3 Collection and Analysis of Data

An experimentalmethodology has been used for determining the correlation between
El-Nino andglobalwarming. It also predicts the upcomingEl-Ninoyear. Themethod-
ology is described in the following steps and illustrated with the help of the diagram
as shown in Fig. 24.1. It has been assumed that a housewife does not have knowledge
of various investment portfolios available to her. She knows three basic investment
portfolios, viz. cash, gold and property. The rest are only popular portfolios, i.e.,
those portfolios which are made popular by advertisements in different media acces-
sible to a reasonably intelligent housewife. With increasing awareness, some of the
women have independently started taking decisions on investments of their surplus
income/savings. The main objective of such investment is future needs of children’s
education and their marriage. This means that they look for a long-term investment
ranging from 12–15 years. Side by side, homemakers have also started investing in
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short-term portfolios to increase money’s value quickly for a big purchase in near
future such as jewelery, car. Besides the above, investments are made into portfolios
like insurances, mutual funds to benefit at the time of retirement or old age. These
investments lock returns for 20–30 years. Apart from that, housewives in Delhi have
always invested small values in gold and cash, which they call as ‘savings.’

In this changing scenario, there is a need to optimize portfolios of a homemaker
such that investment can be optimally allocated to various assets for generating best
returns in near future as well as in the next 20–30 years. Another consideration is that
certain allocations should be easily converted to liquidity to be at par with ‘savings.’

A sample of 120 housewives in Delhi has been surveyed regarding their saving
and investment pattern, and the data collected has been studied and analyzed with
the help of MS-EXCEL.

The following results have been obtained (Table 24.1, Fig. 24.1, Table 24.2,
Fig. 24.2, Table24.3, Fig. 24.3, Table 24.4, Fig. 24.4)

0
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10000-20000 20000-40000 40000-50000 50000 and 
above

Bank Property Gold Life Insurance F.D Committee

Fig. 24.1 Column chart representing relationship between net income and investment options

Table 24.1 Relationship between net income and investment options

Net income Investment option

Bank Property Gold Life insurance Fixed deposit Committee

10,000–20,000 8 1 4 2 3 5

20,000–40,000 16 5 9 7 9 3

40,000–50,000 11 2 6 6 4 1

50,000 and
above

33 10 16 19 14 9
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Table 24.2 Relationship between savings and investment options

Savings Investment option

Bank Property Gold Life insurance Fixed deposit Committee

5000–10,000 33 9 17 16 14 14

10,000–20,000 9 1 4 3 4 3

20,000–30,000 20 6 10 11 7 1

30,000 and
above

4 2 3 3 3 0
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Fig. 24.2 Column chart representing relationship between savings and investment options

Table 24.3 Relationship between expenditure and investment options

Expenditure Investment option

Bank Property Gold Life insurance Fixed deposit Committee

10,000–20,000 22 2 8 6 10 5

20,000–40,000 28 9 15 15 13 6

40,000–50,000 9 3 7 6 3 4

50,000 and
above

7 4 3 5 2 2

24.4 Optimal Portfolio

As expected, the survey revealed that housewives in Delhi invest in Bank, gold
and fixed deposits. The project would provide an optimal investment scenario for the
homemakerwomen. In otherwords, it would provide howmuch investment an Indian
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Fig. 24.3 Column chart representing relationship between expenditure and investment options

Table 24.4 Relationship between net income and savings

Net income Savings

5000–10,000 10,000–20,000 20,000–30,000 30,000 and above

10,000–20,000 9 0 0 0

20,000–40,000 19 0 1 0

40,000–50,000 8 2 2 0

50,000 and above 6 7 17 4

0

5
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15

20

10000-20000 20000-40000 40000-50000 50000 and above

5000-10000 10000-20000 20000-30000 30000 and above

Fig. 24.4 Column chart representing relationship between net income and savings

housewife should allocate to various preferred stocks to have an optimal return on
the investments, while reducing the risks involved.

Historic data [10] for the following three stocks have been considered on amonthly
basis for a period of 1 year from January 2017–January 2018:

• Hindustan Unilever (Hindunilvr)
• ABB India
• Axis bank.
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The portfolio contains these stocks along with gold prices on a monthly basis for
a period of 1 year from January 2017–January 2018 [11].

The use of MS-Excel Solver has been made for this purpose.
The following steps have been taken to achieve the optimal portfolio:

Step 1: The rate of returns for each of these four investment options has been
calculated.
Step 2: The averagemonthly rate of return has been calculated usingAVERAGE()
Step 3: The monthly variance of the rate of return has been calculated using
VAR().
Step 4: The yearly rate of return and variance has been calculated by multiplying
the values obtained in Steps 2 and 3 by 12.
Step 5: The variance–covariance table is constructed using COVAR().
Step 6: An equally weighted portfolio is considered, assigning weight 0.25 to
each of the four options.
The portfolio return is calculated using the formula
MMULT(TRANSPOSE(WEIGHTS),YEARLY RETURNS),
and standard deviation is calculated using the formula
SQRT(MMULT(MMULT(TRANSPOSE(WEIGHTS),COV),WEIGHTS)).
Step7 The optimal risky portfolio is found by using Excel Solver add-in, where
the Sharpe ratio is maximized.
Step 8 The efficient frontier is obtained by considering a portfolio consisting of
ten different weighted portfolios (Tables 24.5 and 24.6).

24.5 Conclusion

The data collected from the sample size of housewives in Delhi reveals that most
of their investments are equivalent to savings. In other words, by way of investment
they believe in saving money either in a savings bank account or a fixed deposit. To
extend the scope of their investment, the housewives may also invest some amount in
Gold ETFs or insurance policies. Some have also trusted investment in committees,
which double as social gatherings.

In this research, it has been found that the investment options used by housewives
in Delhi offer a comparatively low rate of interest, which fluctuates around 7–8% p.a.
Moreover, not all investments provide savings in tax and after deduction of tax, etc.,
and the return on investment is reduced further. Although these portfolios offer low
rate of interest, they are almost risk-free and for this reason preferred by housewives,
who are seemingly risk-averse investors.

Housewives do not make short-term investments. Portfolios that may otherwise
be risky in short term could become low risk in long term. In the present work, returns
have been analyzed over a period of one year. In the research stocks of well-known
companies are used which have a history of good performance along with gold. On
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Table 24.5 Optimal portfolio construction

Hindunilvr Gold price ABB India Axis Bank

Jan-17 855.15 81,187.80 1095.80 466.00

Feb-17 864.90 82,090.33 1198.20 506.65

Mar-17 909.75 81,945.53 1279.90 490.80

Apr-17 934.70 81,804.88 1409.60 509.65

May-17 1066.80 79,082.26 1459.60 514.05

Jun-17 1081.60 81,620.98 1450.66 517.35

Jul-17 1153.35 79,439.00 1421.00 519.80

Aug-17 1217.35 82,217.85 1340.30 500.35

Sep-17 1175.15 85,275.38 1398.90 509.15

Oct-17 1236.85 84,385.40 1385.85 523.15

Nov-17 1273.75 83,603.48 1398.80 535.40

Dec-17 1368.10 80,269.67 1402.90 563.95

Jan-18 1369.65 84,983.77 1653.20 593.60

Average monthly return (%) 4.09 0.43 3.67 2.09

Monthly variance (%) 0.20 0.10 0.42 0.12

Average yearly return (%) 49.06 5.10 44.02 25.11

Yearly variance (%) 2.35 1.16 5.06 1.48

Variance-covariance table

Hindunilvr Gold ABB India Axis Bank

Hindunilvr 0.0215 −0.0112 −0.0115 −0.0048

Gold −0.0112 0.0106 0.0081 −0.0005

ABB India −0.0115 0.0081 0.0464 0.0133

Axis Bank −0.0048 −0.0005 0.0133 0.0136

Weights for equally-weighted portfolio Weights for optimal risky portfolio

Hindunilvr 0.25 0.37835018

Gold 0.25 0.39137903

ABB India 0.25 0.01253053

Axis Bank 0.25 0.21774025

Sum 1 1

Expected return (%) 30.82 26.58

Standard deviation (%) 7.02 3.48

Sharpe ratio 5.729
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comparisonwith the risk-free interest, an optimal ratio has been obtained for investing
in high performing companies and gold as compared to risk-free investments.

In the study, it has been found that the housewives have to change from totally
risk-averse investors to partially risk-averse investors to optimize their returns on
investment. In other words, housewives have to invest some part in risky portfolios
while using the remaining for risk-free investments. The ratio of investment in risky
portfolios will vary from individual to individual depending on such individual’s risk
aversion. This study however suggests that risk aversion for housewives should not
be 100% as is found in the data collected. Instead, housewives should spend some
part in risky portfolios as well to enhance their return.
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Abstract: Increased competition in market leads to the interaction between marketing
and production of a firm in segmented market. This paper considers the problem of
finding an optimal promotion and production strategy, where the consumer demand rate
depends on differentiated and mass promotion efforts. Differentiated promotions can
reach each segment independently and mass promotion reaches it with a fixed segment-
spectrum. Under reasonable conditions, two optimal control problems are formulated.
The first one considers a single source inventory and multi-segmented demand problem.
In the second, a multi-segmented inventory and demand problem is considered, where it
is assumed that the firm chooses an inventory directed to each segment. The solution
to both problems is obtained by using Pontryagin’s maximum principle. Numerical ex-
amples are provided to illustrate the applicability of proposed models. The discretized
version of the problem is formulated and solved on some numeric data.

Keywords: Inventory-Production, Segmentation, Optimal Control Problem, Promo-

tional Efforts.

MSC: 49J15, 90B60, 49N90, 97M40.

1. INTRODUCTION

With technological development, the advent of newer goods and services has
been on a rise. The basic model given by Bass [6] has proved to be of great
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importance while analysing the diffusion of newly produced products in the market.
The market size has also shifted to one with dynamic potential. Goods produced
at a particular source may be kept at various warehouses before reaching the users.
Production companies have to focus on formulation of strategies for production
and storage of goods in order to meet the required market demand. These policies
of production and inventory planning, on one hand, focus on meeting the demands
and on the other, aim at maximising profits for the firm.

Further, the market is partitioned into segments with customers in different
segments having varied demands for the product. This has necessitated the deci-
sion makers to formulate different production and inventory properties for different
sections. In order to increase the sales of the product, promotional policies have to
be employed effectively. Since the population is segmented into groups, it becoms
essential to have customised promotional strategies. In addition to segmented
promotion, a uniform level of promotion may also be applied to the entire popula-
tion. This results in differentiated and mass promotional strategies. Few authors
like Duran et al. [23], and Chen and Li [28] have given mathematical models on
inventory and production planning in a segmented market.

For designing policies to optimise profits, applicability of optimal control theory
has resulted in meaningful outcomes. The dynamic nature of the said theory has
made it suitable to be used in formulating plans for inventory and production.
The techniques of optimal control have been used to solve problems in other areas
as well. Davis and Elzinga [3] have solved an investment problem in the field of
finance with the use of optimal control model. Elton and Gruber [5] have also
used similar models to devise plans for investment.

In the field of economics, optimal control models have been employed by Arrow
and Kurz [12] to decide the allocation of resources in various sectors in order to
achieve required growth. Seierstad and Sydsaeter [2] and Feichtinger [8] have also
employed optimal controls in the field of economics. Feichtinger et al. [9] have
utilised this concept to analyse marketing strategies and determine advertising ex-
penditures. Optimal advertising strategies using the concept have been discussed
by Hartl [20]. Sethi [21] has discussed advertising models designed to maximise
profits, incorporating the concepts of free and fixed end points. Sethi [22] has fur-
ther summarised various optimal control models, which have been studied in the
field of advertising and marketing. Maintenance models have been considered by
Pierskalla and Voelker [27]. Amit [18] has made use of optimal control models in
the process of petroleum recovery. Optimising the use of limited natural resources
using such dynamic models have been discussed by Derzko and Sethi [15] and
Heaps [25]. Optimal control models to solve marketing and production planning
problems have been given by Abad [17]. The author has employed a reverse-time
parametric technique to solve such problems.

Yi et al.[7] have applied the concept of optimal control to production and in-
ventory control systems where the demand is assumed to vary stochastically. They
used dynamic programming principle to solve the model. Authors Benkherouf et
al.[13] have established the optimal control of an inventory system where there is a
possibility that the customer returns back the product. A policy for the handling
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of these returned products is discussed. The case of the products being returned
is also studied by Gayon et al.[11]. The behaviour of return is stochastic in the
production-inventory system under consideration. Pooya and Pakdaman [1] have
applied optimal control theory to a production-inventory system whose solution is
given by the use of neural networks. In the paper given by Ahmadi et al.[24], it
is assumed that the consumer follows Poisson distribution and an optimal control
policy is developed for the inventory system with a constant commitment lead
time.

In the paper given by Li and Wang [14], the authors consider a production
inventory setup in which the inventory records are not maintained accurately.
It is assumed that these error rates follow normal distribution. The problem
is aimed to provide an optimal control policy for replenishment of inventory and
production. The paper given by Duan et al.[29] discusses the problem of finding an
optimal production and inventory policy where the products under consideration
deteriorate with time. In this paper the demand is assumed to dependent on price
and the potential demand is explained by a stochastic process. The paper given by
Bhatnagar and Bing [19] considers joint policies for transshipment and production
control for the case when the products are stored at different locations to meet
the demands occurring there. An optimization problem in a dynamic inventory
system is considered by Shah et al.[16]. The model studied assumes that the
demand for the items is dependent on price, service, and time. The products
that are stocked are assumed to deteriorate at a constant rate. A decision model
given by Kumar et al.[26] discuss the pricing and warranty policies for a new
product incorporating free replacement during warranty period and re-working
throughout production process. An optimal solution of the production-Inventory
set-up has been discussed by Giri and Sharma [4]. In this article, there is a single
manufacturer and a single retailer and the production-inventory model is studied
under the assumption that the demand depends on price.The manufacturer is
assumed to give cash discounts to the retailers.

In our paper, a model in the marketing-production system is considered, where
we assume that the population under consideration is divided into segments with
customers in each segment having common requirements and preferences. This
leads to different levels of efforts made to popularise the product in different sec-
tions. The models considered in early studies have taken the demand to be either
some fixed value or varying with price. But here we assume that demand depends
on the level of mass and differentiated promotions and varies continuously with
time. The model is formulated in two different scenarios. One considers the situ-
ation in which the product is produced at a single production unit and stored in a
single warehouse before reaching the customers in various segments. In the second
scenario, the storage is also done segment-wise. The main aim in both the cases is
to maximize the profits while manufacturing products to meet the demand. The
calculation of profits takes into account the expenditure incurred in promotion.

The paper is organized in the following manner. The model notations, which
have been used in the paper, are mentioned in Section 2. In section 3, we have
discussed the Model Development. We have further considered the two cases
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in next section. In section 4, we have studied the situation when production
takes place at a single source, the inventory is also maintained at single source
but due to segmentation of market, the demand occurs at multiple destinations.
Further, we have discussed the optimal control problem in which the inventory
is also maintained at different segments in section 5. Section 6 gives numerical
illustrations for the two models discussed in previous section. Section 7 is the
concluding section and provides some possible areas of research in future.

2. MODEL NOTATIONS

The following notations have been used throughout the paper.
P (t) : Production rate at time t,
Ii(t) : Inventory level at time t in ith segment,
Ni(t) : Cumulative sales by time t in ith segment,
N̄i : Total potential buyers in the ith segment,
hi(Ii(t)) : Holding cost rate for ith segment, (multi destination)
K(P (t)) : Cost rate corresponding to the production rate,
ui(t) : Differentiated promotional effort rate for ith segment at time t
u(t) : Mass market promotional effort rate at time t
di(t) : Demand rate at time t in ith segment,
ri : The revenue rate per unit sale in ith segment,
ρ : Constant non-negative discount rate.

3. MODEL DEVELOPMENT

Let the whole market be partitioned into n segments and we consider a case in
which a manufacturer is producing only one product and sells it in a partitioned
market. To fulfil the consumer demand for products, the production house plans a
production-inventory setup. Once the goods are manufactured, they are stored in
warehouses before they reach the customers. Promotion plays an important role
to generate the awareness and purchase for a product. The demand of product is
assumed to be generated through differentiated and mass promotions in segment
specific market. The demand rate is assumed to be dependent on the level of
promotional efforts and follows the Bass Model. Thus, the consumer demand rate
function is given by

di(t) =
dNi
dt

= (pi + qi
Ni(t)

N̄i
)(ui(t) + αu(t))(N̄i −Ni(t)), Ni(0) = N0 (1)

Where, (N̄i − Ni(t)) represents the potential customers who have not purchased
the product.
We consider two different situations. In the first situation, we assume that de-
mand from all segments depends on one inventory source. The second one, we
assume that there are n inventory points corresponding to each market segment
and demand from each segment can selectively reach each target inventory source.
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Then evolution of inventory rate in the segments for the two situations is given by
the following differential equations respectively:

d

dt
I(t) = P (t)−

n∑
i=1

di(t), I(0) = I0 (2)

d

dt
Ii(t) = γiP (t)− di(t), Ii(0) = Ii0 (3)

When a new product is introduced in market, the firm needs to set up its
capacity and decide on its inventory policy to maximize its revenue over the new
product life cycle. The firm aims to achieve maximum total profit during the time
period T under consideration in segmented market. Hence, the total profit is given
by

max
P (t)≥

∑n
i=1 di(t)

J =

∫ T

0

e−ρt

(
n∑
i=1

[
ri ˙Ni(t)−

εi
2
u2
i (t)

]
−K(P (t))− ε

2
u2(t)− h(I(t))

)
dt

(4)

where, holding cost rate for the ith segment depends on the level of inventory
and production cost rate on the production rate. For the illustration purpose,

let us assume that functions hi(Ii(t)) = hiIi(t) and K(P ) =
k

2
P 2. All functions

considered here are assumed to be non-negative, continuous, and differentiable.
Now, there are two types of the optimization problems corresponding to equation
(2) and equation (3): (P1) Single source inventory, and multi-segmented demand
problem; (P2)Multi Segmented Inventory and Demand Problem.

4. SINGLE SOURCE INVENTORY and MULTI-SEGMENTED
DEMAND OPTIMAL CONTROL PROBLEM

This case considers a situation when the production and storage occur at a sin-
gle source. The goods are then sold in various segments depending on respective
demands. The objective is to obtain the maximum total profit during the plan-
ning period in segmented market. Hence, the optimal control problem is given as
follows:
MaxJP (t)≥

∑n
i=1 di(t)

=
∫ T

0
e−ρt

(∑n
i=1

[
ri ˙Ni(t)− εi

2 u
2
i (t)

]
− k

2P (t)− ε
2u

2(t)− hI(t)
)
dt,

subject to
d
dtI(t) = P (t)−

∑n
i=1 di(t), I(0) = I0

di(t) = dNi

dt = (pi + qi
Ni(t)
N̄i

)(ui(t) + αu(t))(N̄i −Ni(t)), Ni(0) = N0

(5)
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The Hamiltonian and Lagrangian functions [2] for the above optimal control prob-
lem are respectively given by:

H =

(
n∑
i=1

[
ri ˙Ni(t)−

εi
2
u2
i (t)

]
− k

2
P (t)− hI(t)− ε

2
u2(t)

)
+λ(t)(P (t)−

n∑
i=1

di(t))

(6)

L =

(
n∑
i=1

[
ri ˙Ni(t)−

εi
2
u2
i (t)

]
− k

2
P (t)− hI(t)− ε

2
u2(t)

)
+(λ(t)+µ(t))(P (t)−

n∑
i=1

di(t))

(7)

The Hamiltonian presented here represents the total profit obtained as a result
of the various policy decisions, while taking into account their immediate and
future effects. Hamiltonian H is strictly concave for all segments. Following the
maximum principle[2], the necessary conditions for optimality are given as:

H(t,N∗i , I
∗u∗i , u

∗, λ, µ) ≥ H(t,N∗i , I
∗ui, u, λ, µ), (8)

∂L∗

∂ui
= 0;

∂L∗

∂u
= 0;

∂L∗

∂P
= 0 (9)

d

dt
λ(t) = ρλ− ∂L

∂I
, λ(T ) = 0 (10)

(P (t)−
n∑
i=1

di(t)) ≥ 0, µ(t) ≥ 0, µ(t)(P (t)−
n∑
i=1

di(t)) = 0 (11)

After solving equation (10), we have:

λ(t) =
h

ρ
(e−ρ(T−t) − 1) (12)

Using expressions in equation (9), we have

u∗i (t) =
1

εi
(ri − λi − µi)

∂Ṅi
∂ui

(13)

u∗(t) =
1

ε

[
n∑
i=1

(ri − λi − µi)
∂Ṅi
∂u

]
(14)

P ∗(t) =
1

k
(λ(t) + µ(t)) (15)

From the expressions (13) and (14), we observe that initially both the optimal pro-
motional effort rate are at maximum promotion effort rate level and as untapped
market potential level decreases, which in turn reduces the potential adopters, the
decision maker should lower the promotional effort level at the end of the planning
period. From equation (11), there are two conditions either P (t)−

∑n
i=1 di(t) = 0

or P (t)−
∑n
i=1 di(t) > 0
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4.1. Case 1:

Let S be the subset of planning period [0, T ], corresponding to the condition
P (t)−

∑n
i=1 di(t) = 0. Then, d

dtI(t) = 0 on S. Hence I∗(t) is constant on S. The
optimal production rate is given by the following equation:

P ∗(t) =

n∑
i=1

[(
pi + qi

Ni(t)

N̄i

)
(u∗i + αiu

∗(t))(N̄i −Ni(t))
]

(16)

and the values of adjoint variables λ(t) and µ(t) are given by:

λ(t) =
h

ρ
(e−ρ(T−t) − 1) (17)

µ(t) = kP ∗(t)− h

ρ
(e−ρ(T−t) − 1) (18)

4.2. Case 2:

When P (t) −
∑n
i=1 di(t) > 0 for t ∈ [0, T ]\S,then µi(t) = 0 on t ∈ [0, T ]\S.

Then the optimal value of the production and inventory level at time t can be
obtained by

dP (t)

dt
= ρP (t) +

h

k
, and (19)

d2

dt2
I(t)− ρdI

dt
=

h

K
+

n∑
i=1

(ρṄi(t)− N̈i(t)), I(0) = I0, P (T ) = 0 (20)

The above problem is a two point boundary value problem. The problem is solved
in the next proposition.

Proposition 1. The optimal value of inventory can be described as

I∗(t) = c1e
−√ρt + c2e

√
ρt +Q(t), (21)

and the corresponding production is

P ∗(t) = −c1
√
ρe−

√
ρt + c2

√
ρe
√
ρt +

d

dt
Q(t) +

n∑
i=1

di(t) (22)

where, Q(t) is a particular solution, and values of the constant c1, c2 are given in
the proof.

Proof: The characteristic equation of (20) is m2 − ρ = 0. It has two real roots,
m1 = −√ρ; m2 =

√
ρ. Therefore, the solution of differential equation (20) is

given by:
I(t) = c1e

−√ρt + c2e
√
ρt +Q(t),
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where Q(t) is the particular solution of equation. By using the initial and terminal
conditions (20), the value of constants c1 and c2 can be determined as follows:

c1 + c2 +Q(0) = I0,

− c1
√
ρe−

√
ρT + c2

√
ρe
√
ρT +

d

dt
Q(T ) +

n∑
i=1

di(T ) = 0.

By putting a1 = I0−Q(0) and a2 = −( ddtQ(T ) +
∑n
i=1 di(T )) in above equations,

we obtain a system of two linear equations with two variables given as follows:

c1 + c2 = a1

− c1
√
ρe−

√
ρT + c2

√
ρe
√
ρT = a2

which has the unique solution as follows:

c1 =
a2 −

√
ρe
√
ρTa1

−√ρe−
√
ρT −√ρe

√
ρT

; c2 =
−a1
√
ρe−

√
ρT − a2

−√ρe−
√
ρT −√ρe

√
ρT

The value of P ∗ can be determined by using the values of I∗(t) and the state
equation (2). As (P (t)−

∑n
i=1 di(t)) ≥ 0, optimal value P ∗ can be given by:

P ∗(t) = max

(
P (t),

n∑
i=1

di(t)

)

5. MULTI SEGMENTED INVENTORY and DEMAND OPTIMAL
CONTROL MODEL

In this section, we assume a single source production and a multi destination
demand-inventory system. Accordingly, we define the profit maximization objec-
tive function as follows:
MaxJγiP (t)>di(t) =

∫ T
0
e−ρt

(∑n
i=1

[
riṄi(t)− hiIi(t)− εi

2 u
2
i (k)

]
− k

2
P 2 − ε

2u
2(t)

)
dt

subject to
d
dtIi(t) = γiP (t)− di(t), Ii(0) = Ii0,

γiP (t)− di(t) ≥ 0

(23)

Here γi > 0,
∑n
i=1 γi = 1, γiP (t) defines the relative segment production rate

towards ith segment and hi(Ii(t)) is the inventory cost for ith segment. The
Hamiltonian and Lagrangian functions for the above optimal control problem are
respectively given by:

H =

(
n∑
i=1

[
ri ˙Ni(t)− hiIi(t)−

εi
2
u2
i (t)

]
− k

2
P 2 − ε

2
u2(t)

)
+

n∑
i=1

λi(t)[γiP (t)−di(t)]
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(24)

L =

(
n∑
i=1

[
ri ˙Ni(t)− hiIi(t)−

εi
2
u2
i (t)

]
− k

2
P 2 − ε

2
u2(t)

)
+

n∑
i=1

(λi(t)+µi(t))(γiP (t)−di(t))

(25)

. By using Maximum Principle [2], we have the following values of optimal control
variable and adjoint variables, respectively:

u∗i (t) =
1

εi
(ri − λi − µi)

∂Ṅi(t)

∂ui
(26)

u∗(t) =
1

ε

[
n∑
i=1

(ri − λi − µi)
∂Ṅi(t)

∂u

]
(27)

n∑
i=1

(λi + µi)γi = kP (t) (28)

d

dt
λi(t) = ρλi + hi, λi(T ) = 0 (29)

Similarly, from equation (23), we either have γiP (t)−di(t) = 0 or γiP (t)−di(t) > 0

5.1. Case 1:

Let S be a subset of planning horizon [0,T]. When γiP (t) − Ṅi(t) = 0, then
dIi
dt = 0 on S. In this case, I(t) obtains a constant value on S and the rate of

production is given by:

P ∗(t) =
1

γi

(
pi + qi

Ni(t)

N̄i

)
(u∗i + αiu

∗(t))(N̄i −Ni(t)) (30)

5.2. Case 2:

In this case, γiP (t)−di(t) > 0. Then µi(t) = 0 ∀i, t ∈ [0, T ]\S. From equation
(28), the optimal production rate is given by the following differential equation:

dP

dt
=ρP (t) +

1

k

n∑
i=1

rihi, P (T ) = 0 (31)

The value of the adjoint variable is:

λi(t) =
hi
ρ

(e−ρ(T−t) − 1) (32)

The optimal promotional effort is given by:

u∗i (t) =
1

εi

[
ri −

hi
ρ

(e−ρ(T−t) − 1)(pi + qi
Ni(t)

N̄i
)(N̄i −Ni(t))

]
(33)



216 S. Mehta and K. Chaudhary / Optimal Control Policy to Production

u∗(t) =
1

ε

[
ri −

hi
ρ

(e−ρ(T−t) − 1)αi(pi + qi
Ni(t)

N̄i
)(N̄i −Ni(t))

]
(34)

The necessary conditions for I∗i (t) to be an optimal solution to problem is given
by:

d2Ii(t)

dt2
− ρdIi(t)

dt
= ηi(t), Ii(0) = I0

i , P (T )) = 0 (35)

where, ηi(t) = −ρdi(t) + γi
k (
∑n
i=1 γihi) + d

dtdi(t). The above problem is a two
point boundary value problem. It is solved by the same method, which was used
in previous section.

6. NUMERICAL ILLUSTRATION

In this section, the numerical examples are presented to illustrate the appli-
cability of the formulated model. The discounted optimal control problem(5) is
transformed into the equivalent discrete form of the model as given by Rosen [10].
The corresponding discrete version of the optimal control problem as in section 4
is given as:

max JP (k)≥
∑n

i=1 di(k) =

T∑
k=1

[( n∑
i=1

[
ri(Ni(k + 1)−Ni(k))− εi

2
u2
i (k)

]
−K(P (k)) − ε

2
u2(k) − h(I(k))

)
1

(1 + ρ)k−1

]
(36)

I(k + 1) = I(k) + P (k)−
n∑
i=1

[Ni(k + 1)−Ni(k)] (37)

Ni(k + 1) = Ni(k) + (pi + qi
Ni(k)

N̄i
)(ui(k) + αu(k))(N̄i −Ni(k)) (38)

Similarly, the optimal control problem corresponding to equation (23) can be
converted to discrete form. The discrete optimal control models are solved by
using Lingo11. We assume that the duration of all the time periods are equal.
The number of market segments is 3. The following values of parameters are used:

Segments Ni pi qi αi ri εi γi Initial Sales

1 169107 0.000766 0.137604 0.3 4000 22750 0.05 11760
2 152460 0.001161 0.480575 0.19 4400 22750 0.065 11231
3 97581 0.00138 0.540395 0.189 4200 22750 0.0878 8260

Table 1: Values of Parameters
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In addition, we assume the unit costs hi = .01 and k = 5. The optimal value
of the profit for first optimal control problem is 639570900. The following table
gives the optimal production rates and differentiated and mass promotional efforts
in the segmented market in case of a single source inventory.

Time Periods P u1(t) u2(t) u3(t) u(t)

1 10612 .3791 1.0000 1.0000 .2750
2 14788 .3573 1.0000 1.0000 .2630
3 19820 .3362 1.0000 .9809 .2491
4 24789 .3158 1.0000 .9220 .2330
5 28552 .2962 1.0000 .8460 .2140
6 29816 .2774 1.0000 .7522 .1926
7 26391 .2594 .9117 .6468 .1698
8 20026 .2423 .76711 .5410 .1459
9 14076 .2260 .6261 .4467 .1233
10 9762 .2104 .50744 .3694 .1043
11 6977 .1957 .4152 .3082 .1000
12 5175 .1817 .346921 .2601 .1000
13 3973 .1686 .2901 .2218 .1000
14 3144 .1563 .2473 .1908 .1000
15 2554 .1447 .2131 .1655 .1000
16 2121 .1339 .1853 .1446 .1000
17 1794 .1238 .1624 .1271 .1000
18 1542 .1143 .1433 .1123 .1000
19 1344 .1055 .1273 .1000 .1000
20 1224 .1000 .1137 .1000 .1000
21 1140 .1000 .1020 .1000 .1000
22 1096 .1000 .1000 .1000 .1000
23 1061 .1000 .1000 .1000 .1000
24 1029 .1000 .1000 .1000 .1000
25 0 .1000 .1000 .1000 .1000

Table 2: The Optimal production and inventory rate in segmented market

The optimal value of profit is 370693700 for second optimal control problem
considering single source production and multi destination demand-inventory sys-
tem. Table 3 gives the optimal Production rates and promotional efforts in the
segmented market.

Time Periods P u1(t) u2(t) u3(t) u(t)

1 5471 1.0000 0.3031 0.3827 0.2449
2 5934 1.0000 0.2877 0.3472 .0.2353
3 6637 1.0000 0.2859 0.3338 0.2266
4 7398 1.0000 0.2848 0.3244 0.2177
5 8213 1.0000 0.2840 0.3183 0.2087
6 9080 1.0000 0.2837 0.3149 0.1997
7 9991 1.0000 0.2838 0.3139 0.1907
8 10551 0.9630 0.2731 0.3031 0.1811
9 10841 0.9093 0.2578 0.2888 0.1712
10 10983 0.8546 0.2424 0.2755 0.1613
11 10975 0.7996 0.2271 0.2632 0.1514
12 10825 0.7450 0.2120 0.2516 0.1417
13 10549 0.6913 0.2120 0.2406 0.1321
14 10165 0.6391 0.1829 0.2302 0.1228
15 9698 0.5888 0.1690 0.2203 0.1139
16 9170 0.5408 0.1558 0.2107 0.1054
17 8616 0.4954 0.1430 0.2015 .1000
18 8072 0.4528 0.1304 0.1924 .1000
19 7523 0.4131 0.1187 0.1837 .1000
20 6980 0.3760 0.1077 0.1755 .1000
21 6593 0.3498 0.1000 0.1718 .1000
22 6618 0.3483 0.1000 0.1806 .1000
23 6633 0.3467 0.1000 0.1910 .1000
24 0 0.1174 0.1000 0.2079 .1000
25 0 0.1174 0.1000 0.2079 .1000

Table 3: The Optimal production and inventory rate in segmented market



218 S. Mehta and K. Chaudhary / Optimal Control Policy to Production

7. CONCLUSION

This paper presents concept of the interdependence between marketing and
production in segmented market using optimal control model of marketing-production
system. We have formulated two optimal control problems with the assumption
that consumer demand in each segment is generated by mass and differentiated
promotions. We derive dynamic production and promotional effort policies by
using Pontrygain’s maximum principle to achieve the maximum total profit as-
sociated with inventory and production rate over the planning period. The first
problem considered is a single source inventory and multi-segmented demand prob-
lem. The second problem is a multi segmented inventory and demand problem.
The two problems are solved and analyzed by using Pontrygain’s maximum prin-
ciple. After discretizing, the proposed optimal control problems for promotion
dependent demand were solved using Lingo11. Numerical examples are provided
to illustrate the effectiveness of the proposed method and solution procedure. For
further studies, the proposed optimal control models can be extended in a compet-
itive environment. Another direction for future research is to incorporate factors
such as price, quality, and cost along with differentiated and mass market promo-
tional effort expenditure.
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ABSTRACT 

Deposit insurance is one of the safety nets employed by nations to ensure banking stability and 

depositor protection. Determining the appropriate coverage limit for depositors under a system 

of explicit deposit insurance is one of the most important policy decisions. This study examines 

the adequacy of deposit insurance coverage limit, through a case of India, to determine the 

appropriate level of coverage. The study also investigates the suitability of the recent five-fold 

increase in the coverage limit of India. Time series data from 1993-94 to 2017-18 has been 

employed for the regression analysis. India’s data has been compared with several countries 

with similar deposit insurance characteristics, using a t-test of sample means, over the period 

2003 to 2017. The results show that the real coverage limit as well as the coverage ratio in India 

has been declining over the sample period. Moreover, India’s position has tumbled vis-à-vis its 

peers in terms of coverage ratio. The findings suggest that the increase in India’s coverage limit, 

after almost 27 years, is a much-needed move. The increase is enough to bring back India’s 

coverage limit to comparable levels; however, this one-time increase is not sufficient in isolation 

of other policy variables.  

 

Keywords: Coverage Limit, Deposit Insurance, Indian Banking. 

 

JEL Classification Codes: C12, C22, G21, G22. 

 

INTRODUCTION 

During the Budget Speech 2020, Ms. Nirmala Sitharaman, the Finance Minister of India 

announced an increase in the deposit insurance coverage from Rs. 0.1 million to Rs. 0.5 million 

per depositor (Sitharaman, 2020). This five-fold increase in deposit insurance coverage has 

brought cheer amongst the depositors. The increase comes almost 27 years after the coverage 

limit was last revised to Rs. 0.1 million, from Rs. 30,000, in the year 1993 (Deposit Insurance 

and Credit Guarantee [DICGC] Act 1961, 2006). The Punjab and Maharashtra Co-operative 

mailto:varda.sardana@gmail.com
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Do Women on Boards affect Firm's Financial Performance? Evidence from
Indian IPO Firms

Abstract
The objective of this paper is to study whether the presence of women on boards affects the financial
performance of firms. This study builds upon other studies that have earlier tried to determine the impact of
number of women directors in Indian corporates on their financial performances, in terms of market
performance index, i.e. Tobin's Q. The new Companies Act, 2013 has mandated the appointment of at least
one woman director in certain classes of listed companies in India as described in Section 149(1)(b), which
could possibly bring about a change in the governance and thus the financial performance of firms. The focus
of this study is on finding and analysing the impact of compliance with this provision on the financial
performance of IPO firms. In order to test our hypotheses, we selected 41 Indian Companies that have made
an Initial Public Offer (IPO) in the recent past and have been listed on Bombay Stock Exchange during the
period 2012-2016. The performance of each of these firms has been measured in terms of Tobin’s Q for 3
successive years after their listing (IPO) as well as by using two gender diversity index values- Blau Index and
Shannon index. The study concluded that the proportion of women on board is insignificant and that it could
not impact the financial performance of the firms. Neither has it caused any adverse impact on the
performance of these firms.
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Firm's Financial Performance? Evidence 
from Indian IPO Firms 
 
 
Amit Kumar Singh1, Shubham Singhania2 and Varda Sardana3 
 
Abstract 

The objective of this paper is to study whether the presence of women on boards affects the financial 
performance of firms. This study builds upon other studies that have earlier tried to determine the 
impact of number of women directors in Indian corporates on their financial performances, in terms of 
market performance index, i.e. Tobin's Q. The new Companies Act, 2013 has mandated the 
appointment of at least one woman director in certain classes of listed companies in India as described 
in Section 149(1)(b), which could possibly bring about a change in the governance and thus the 
financial performance of firms. The focus of this study is on finding and analysing the impact of 
compliance with this provision on the financial performance of IPO firms. In order to test our 
hypotheses, we selected 41 Indian Companies that have made an Initial Public Offer (IPO) in the 
recent past and have been listed on Bombay Stock Exchange during the period 2012-2016. The 
performance of each of these firms has been measured in terms of Tobin’s Q for 3 successive years 
after their listing (IPO) as well as by using two gender diversity index values- Blau Index and 
Shannon index. The study concluded that the proportion of women on board is insignificant and that it 
could not impact the financial performance of the firms. Neither has it caused any adverse impact on 
the performance of these firms. 
 
 
JEL classification: G38, M14, J15, J16 
 
Keywords: IPO Firms, Women Directors, Tobin’s Q, Financial Performance, Gender 

Diversity. 
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Abstract 
This paper reviews the theoretical literature on the growth of digital and information technology in the 
Indian banking industry. The stupendous advancements in digital technology have transformed the way 
banks operate. The commencement of the age of digital business has been disrupting the business 

environment and breaking out innovative and singular ways of doing business. One of the latest 
outcomes of this is digital banking. Digital banking technologies have escalated over the years, with the 
availability of a large portfolio of products such as deposits, ATMs, debit cards, mobile payments, and 
the like. There is an immense possibility of using the infrastructure of the digital age to create 
opportunities - both local and global. The increase in competition and various other challenges in the 
banking sector are pushing the banks to adopt new digital models that present unique sources of value 
to them. This paper examines the extent and the direction of the effect of digital technology in the 
domain of Indian banking. 

 
Keywords: Digital, technology, banking, digitalization, India 

 

1. Introduction 
The world has been stunned by the rapid advances in technology over the past several 

decades. It has touched and has left an indelible mark on everything and anything that human 
beings can fathom. There are innumerable instances of technology creating and breaking 

lives and businesses – one of these being the business of banking. The intrusion of digital 

technology into the sphere of banking has brought about a paradigm shift in banking – 

creating what is now referred to as Digital Banking. 

In a broad sense, digital banking refers to the employment of technology to conduct banking 

transactions in a smooth manner. It, therefore, includes online banking, electronic banking 

and mobile banking- the terms that are of common usage.  Contrary to traditional banking, 

digital banks aim at developing adaptable digital products and services to meet the needs of 

their digital customers. While traditional online banks use pre-designed software to increase 

their reach, presence and respond to customer needs, digital banks use IT experts to 

understand and comprehend their customers, and design their products accordingly.  
Needless to say, the infusion of technology has now become indispensable for any industry, 

and lagging behind can have severe repercussions. Embracing the challenge is what an 

industry should aim for, especially when that industry is highly dependent upon its clientele.  

The aim of this paper is to examine the extent and the direction of the effect of digital 

technology in the domain of Indian banking. An extensive review of relevant literature 

available in journals, papers, and research articles has been undertaken, along with data and 

information from secondary sources such blogs and sites. 

The layout of the paper is as follows: Section II provides insights into the evolution of 

technology in the banking sector in India, and the digital transformation that followed. 

Section III throws light on the scope of digital banking and the ground that it covers. Section 

IV and V examine the perspective of banks and customers, respectively, in this area. The 

challenges faced by India in adapting its banking sector to the peculiarities of technology 
have been highlighted in section VI. Finally, section VII gives the concluding remarks. 

 

2. Evolution & digital transformation of the banking sector 

The period of 1990s, in India, was marred by various financial reforms. These along with 

globalisation and liberalisation brought about monumental changes in India’s business 
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Preface
By breaking down the walls in R&D, firms have radically changed the nature and 
structure of products and services. Competitive forces have resulted in advance-
ments in the methods by which organizations generate and deploy new products/
services and processes. One of the major areas of emphasis in recent years has been 
interdisciplinary research. Cross-disciplinary collaboration has become increas-
ingly prominent in not only transforming business models, but also paving the way 
for organizational strategic decision makers to act in a timely manner. In today’s 
connected world all stand to gain from continuing research that fosters industrial 
practice, global outreach, and inclusive growth. Despite the growing recognition 
of the importance of multidisciplinary research across industries and sectors and 
the growing body of knowledge, there is limited synthesis of literature across the 
management, social sciences, and research and technology disciplines. Technology 
continues to change quickly, and companies are continuously investing in research 
to present new technologies. Thus, the focus on research innovation by academicians 
as well as practitioners. Therefore, it would be rational to explore advances that have 
taken place in management research and technology that can be of direct use to 
business organizations, practitioners, government policymakers, academicians, and 
society at large.

This book is an endeavor to bring together diverse themes related to management 
practices, innovation, and technological advancement to advance the existing body 
of knowledge in both theoretical and managerial domains. The book act as acts as a 
platform to better understand the interactions between innovation and research and 
technology and the economy and society. The volume contains chapters on infor-
mation and communication technology, digital platforms, economic empowerment, 
ASEAN, work–life balance, exchange rate movements, capital adequacy, time and 
frequency analysis, brand equity, transportation problems, and responsible global 
citizens from the scholars represented more than ten countries.

We are grateful to all the authors for strengthening this volume with their research 
contributions and thankful for the reviewers for taking time from their busy sched-
ules and providing valuable feedback. We really hope this volume will be useful to 
both academicians and practitioners and will act as a platform in providing informa-
tion on management research, innovation, and technology under one umbrella.
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2 Advances in Management Research

1.1 OVERVIEW

1.1.1 Background

Ethiopia is the second most highly populated country in Africa after Nigeria. 
Although it has the fastest-growing economy in the region, the annual per capita 
income of Ethiopia is low, 691 USD, and 23.4% of the population was under the 
poverty line in 2014/15(GTP 2 plan, 2016). To alleviate poverty through employment 
creation, the government has encouraged domestic saving and private investment. 
Moreover, increasing access to credit is important to overcoming poverty through 
job creation and income generation among those who lack of access to credit and 
other financial services (Derbew, 2015).

Monetary financial institutions (MFIs) give priority to rural poor women because 
women with access to credit are more likely to increase spending to improve house-
hold welfare than men are (Narain, 2009). Women also are more credible in loan 
repayment than men (Gobezie, 2010). Moreover, labor markets favor of men and 
most of the productive resources are controlled by men, especially in developing 
countries. The first mission of the Amhara Credit and Saving Institution (ACSI) is 
to increase access to credit by poor people in order to improve their productivity and 
income. ACSI gives special emphasis to women, as women are mostly marginalized 
and have limited access to financial services (ACSI, 2017).

Women are important contributors to agricultural development and the rural 
economy in Ethiopia. Women constitute 40% of the world labor force and 43% of 
the agricultural labor force (Box, 2015). Women are involved in all farm activi-
ties in Ethiopia, from clearing of land to harvesting, processing, and marketing of 
products. Women plant different crops, rear animals, and keep poultry near their 
homes. In other words, women undertake multiple responsibilities in Ethiopia, 
working outside the home on farmlands and on non-farm activities as equal as 
their male counterparts. Women are also involved in activates that men are hardly 
involved in in Ethiopia, such preparing and providing food to maintain family 
welfare and, of course, giving birth to children (Fabiyi, Danladi, Akande, & 
Mahmood, 2007). Just as a bird cannot fly with a single wing, countries that do not 
include women in their economic, social, and political agendas will be unable to 
achieve sustainable development.

1.1.2 ProBlem Statement

Women are the backbone of rural agriculture and the national economy in Ethiopia. 
They constitute over 50% of the total population in Ethiopia (Tegegne, 2012). To 
reduce poverty and achieve sustainable development, empowering women is essen-
tial. Women’s economic empowerment (WEE) is one of the most important factors 
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contributing to equality between women and men. A specific focus on women is nec-
essary given that women are a majority among economically disadvantaged groups. 
Therefore, WEE is a priority in promoting gender equality and so as to bring sustain-
able development (Bayeh, 2016).

In particular, married women have less control over household resources and poor 
access to productive resources than single women, which hinders their movement 
towards economic empowerment (Tekaye & Yousuf, 2014).

In rural areas, many women do not have their own land or access to credit and 
usually engage in day labor. Due to a lack of working capital, women and men 
do not have equal opportunities to participate in income-generating activities. 
Women who lack access to credit and capital are more impoverished and have 
lower quality of life than women who have sufficient access to capital and own 
land (Tadesse, 2014).

Previous studies have indicated that MFIs have a greater impact on WEE 
(Eshetu, 2011; Tekaye & Yousuf, 2014) through their effect on women’s income, 
saving, and decision-making. Researchers have also assessed the association 
between access to microfinance and WEE. However, studies evaluating the impact 
of credit specifically on married WEE in West Gojjam are limited. These studies 
could not separately show the contribution of credit access to women’s income 
and income earned by other family members. Earlier studies considered house-
hold income as an indicator of WEE. Therefore, this study was initiated to fill 
this research gap by examining the impact ACSI credit access on the economic 
empowerment of married women, as decisions of married women are more influ-
enced by men than other women and girls. This study also measured additional 
married women decision-making indicators. This study applied the propensity 
score matching (PSM) technique to estimate the effect of microcredit access on 
married WEE in Jabi Tehinan Woreda located in West Gojjam Zone of Amhara 
Region, Ethiopia.

1.1.3 oBjectiveS of the Study

The main objective of this study was to assess the impact of microcredit access on 
married WEE. The specific objectives of the study were:

 1. To estimate the impact of credit access on the saving of married women
 2. To estimate the impact of credit access on increasing the income of married 

women
 3. To identify determinants of married women’s participation in the decision-

making process

1.1.4 ScoPe and limitation of the Study

Women’s empowerment has many dimensions (i.e. political, sociocultural, eco-
nomic, etc.), but this research addressed only economic empowerment of married 
women. ACSI provides financial services in both rural and urban areas, but this 
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study focused on the impact of credit access on rural married women. The study was 
conducted on married women who are clients and non-clients to ACSI in Amhara 
regional state, specifically in Jabi Tehinan Woreda.

1.1.5 Significance of the Study

The pace of growth and development increases with the equal participation and 
mobilization of men and women and by deploying their human talents, knowledge, 
and skills effectively. However, getting women to participate in social, economic, 
and political processes is problematic in the case of Ethiopia. Empowering women 
in all development aspects paves the way towards sustainable development. Thus, 
increasing women’s access to microcredit is among the policy tools in Ethiopia that 
can be used to empower women economically. The findings of this study will inform 
policymakers, politicians, and the government as a whole as to what the next task 
will be to empower rural women and suggest possible interventions to addresses 
limitations of empowering women through increasing their access to microcredit in 
Ethiopia, particularly in Amhara regional state.

1.1.6 organization of the chaPter

This chapter has been organized into five sections. The first section presents an over-
view that presents the background of the study, statement of the problem, objective 
of the study, scope and limitation, and significance of the study. The second section 
reviews the theoretical and empirical literatures that are related to the impact of credit 
on WEE. The third section presents the methodology of the study, with emphasis on 
description of the study area, sampling design, and data analysis techniques. The 
fourth section presents the results and discussion. The last section presents and sum-
marizes the main findings of the study and offers policy recommendations.

1.2 LITERATURE REVIEW

The history of microfinance is related with Grameen Bank, which was located in 
Bangladesh. The founder of this bank was Professor Mohammed Yunus. In 1976 
he began to lend small amounts of money to poor households, who were organized 
into small peer-monitoring groups, and many of them poor women’s groups, in a few 
nearby villages. These groups were effective and the demand for credit increased. 
Then in 1984 Grameen Bank become a government-regulated bank. Innovation in 
microfinancial services based on the bank’s credit peer-monitoring model targeted 
at poor women has been a focus in the developing world. The 1990s was a period of 
rapid expansion of access to microcredit (Hulme & Moore, 2007). In 2006, Yunus 
and Grameen Bank were honored with the Nobel Prize, in recognition of Yunus’s 
revolutionary social work and long-term vision of eliminating world poverty (Atikus, 
2014).

Hulme and Moore (2007) found that most MFIs provide financial services to poor 
women, rather than poor men, because women have better repayment and success 
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rates. Credit can empower women economically; enhance their ability to invest in 
productive human and physical capital; smooth consumption; improve the health, 
nutrition, and educational status of their families and in particular their children. 
Therefore, women’s participation in microfinance has been considered instrumental 
for women’s socioeconomic wellbeing and their families.

1.2.1 microfinance and Women’S emPoWerment gloBally

A study conducted by Syeda (2014) in Pakistan on the impact of microfinance 
on women’s economic, familial, political, and social empowerment revealed that 
increasing financial services for women enhances their status of living; improves 
their self-confidence; and increases their control over resources; they are able to 
earn a livelihood for themselves and for their families and live lives of dignity and 
respect. Phyu (2012) used the breakdown position of women in the Nash bargaining 
solution as a framework for investigating the effects of microfinance on WEE in 
Myanmar. He analyzed the result by using PSM to solve the problem of selection bias 
and logistic regression method of analysis. He determined that the respondent’s age, 
partner’s education, partner’s age, and family size do not affect women’s decision-
making. However, increasing household income has a negative effect on the women’s 
decision-making in the household; in this study, 10% of respondents were depen-
dent and they had to take the loan for the spouse’s business to increase household 
income. Finally, the result confirmed that microfinance had a positive and significant 
effect in explaining women’s independence in household decision-making, which 
was expressed in child-related decisions, household item decisions, and non-food 
item expenditures.

Swin and Wallentin (2009) also investigated the relationship between WEE and 
microfinance services. They used a general structural model and robust maximum 
likelihood to analyze the impact. They used empowerment as the latent variable. The 
researchers noted that WEE will only be achieved when women challenge existing 
deep-rooted factors. Finally, they concluded that microfinance services had a posi-
tive impact for the change of these factors and WEE.

Ringkvist (2013) investigated the empowerment of women through microfinance 
using decision-making power as an indicator of empowerment. Ringkvist used a 
multivariate regression technique and index-based approach to measure empower-
ment. The results confirmed that member women were more empowered than non-
members. Factors such as being a client of a microfinance programme, food security, 
and being head of household were found to have a significant and positive effect on 
empowerment of women. On the other hand, age, total loan amount, length of edu-
cation, and length of years as a microfinance member had no significant effect on 
empowerment of women.

1.2.2 microfinance and Wee in africa

The expansion of credit programmes in Africa dates back to the mid-1980s, but it 
increased dramatically in the late 1990s with the establishment of saving clubs and 
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credit unions for women in Africa (Mayoux, 1999). Researchers have assessed the 
impact of microfinance on WEE in different African countries.

Jebili and Bauwin (2015) studied WEE through microfinance in Tunisia by exam-
ining the business development process of men and women. They found that even 
when women start their own businesses they still have to shoulder the same domestic 
responsibilities, which could imply for them an even greater workload and perhaps 
domestic conflict. Participating in income-generating activities could even result in 
an increase of women’s dependency towards men. Women have very little control 
over resources.

A study by Van et al. (2012) in sub-Saharan Africa found some evidence of micro-
credit empowering women. Findings from Zimbabwe found no indication that par-
ticipation in microfinance led to greater control over the earnings from the business; 
for both married men and women, there was more consultation and joint decision-
making with the partner. On the other hand, rural microcredit programmes had a 
greater impact on financial management skill, owning a bank account, taking pride 
in contributing to household income, and gaining ownership of some selected house-
hold assets. When we see the overall financial inclusion of Africa, South Africa and 
Rwanda lead first and second respectively (Atikus, 2014).

1.2.3 microfinance and Wee in ethioPia

Most of the studies in Ethiopia have confirmed that MFIs have a positive impact on 
the economic empowerment of women; that is, the level of economic empowerment 
of clients is higher than for non-clients. According to Tekaye and Yousuf (2014), 
education level, experience in income-generating activities, and skill exposure have 
a positive and significant relationship with WEE. In contrast, the dependency ratio, 
time spent on household work, marital status, and diversification of loan use have a 
significant negative relationship with WEE.

Eshetu (2011) studied the impact of microfinance on WEE using cross-sectional 
data and a binomial logit method of analysis. She used economic decision-making 
power on large sales as an indicator of economic empowerment. The result of this 
study revealed that mature clients have improved access and control over assets, 
improved income, better asset possession, and that 50% of mature clients had per-
sonal cash savings. But the coefficient of income, savings, and asset possession 
were insignificant when used to determine decision-making on large sales. This is 
because unless the women themselves controlled and made decisions on the resource 
they generated, improvement on the above three variables by itself was not a sign of 
WEE. She also noted that married women clients had less decision-making influence 
on household large sales than widowed and divorced women, and she concluded that 
mature clients did not make decisions on large sales.

However, a study conducted using similar empowerment indicators and methods 
of analysis by Taye (2014) found that the relative high age of respondents, education, 
being a microfinance client, household income, and personal cash savings were posi-
tively related with the empowerment of women and that these variables were signifi-
cant. In contrast to Eshetu’s conclusion, he argued that mature microfinance clients 
were able to make decisions by themselves on large sales such as oxen, sheep, goats, 
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cows, etc. He also explained that microfinance has had a great role in expansion of 
business and income of women, respect for women’s rights, reduction in HIV infec-
tion, positive change on gender roles, investment of extra income on children, and 
providing a route to sustainable development. Based on the evidence, he concluded 
that microfinance has a positive impact on WEE.

Researchers have employed different dimensions to measure women’s empow-
erment. Ahmed (2013) used economic empowerment, personal empowerment, 
household (family) empowerment, and political empowerment as measurements 
of empowerment. He used binary logit model and PSM to analyze the results. 
Explanatory variables such as the respondent’s age, education status, marital sta-
tus, duration as microfinance client, age at marriage, and non-formal education 
positively and significantly affect cumulative women’s empowerment. He confirmed 
that microfinance had a positive effect on all of the empowerment indicators, as 
evidenced by the fact that microfinance clients were 33% more empowered than 
non-clients. Variables that negatively affected the empowerment of women included 
religion, access to media, and marriage. Because of their religious rules, Muslim 
women cannot participate in microfinance programmes. Married women also have 
less power in household decision-making and are less mobile.

In areas that are prone to war, drought, and other natural disasters like the Tigray 
region, MFIs have great role in alleviating poverty. Women are more severely affected 
by such difficulties, because more of the burden and responsibility is on their shoul-
ders. Therefore, empowering women economically is a top priority, and financial ser-
vices are one way of reducing poverty from the family to the society level. Meron and 
Samson (2015) found that MFIs are performing the lion’s share in poverty reduction 
and WEE. They found that factors such as family size, being a participant of a house-
hold, and engagement in livestock production are positively related and significant to 
the sale of agricultural byproduct and positively related to economic empowerment.

1.3 METHODOLOGY, DATA, AND MODEL

1.3.1 deScriPtion of the Study area

Amhara regional state is located in northwestern Ethiopia and is one of nine regional 
states of Ethiopia. It is sub-divided into 11 zones, 140 woredas, and about 3,429 kebeles, 
which is the smallest administrative unit. Based on a census conducted by the central 
statistics agency in 2007, the total population was 17,221,976. From the total population, 
12.27% are urban inhabitants. The ethnic group breakdown is 91.2% Amhara, 3.46% 
Agaw/Awi, 2.62% Oromo, 1.39% Agaw/Kamyr, and 0.41% Argoba (CSA, 2013).

1.3.2 Background of acSi

ACSI has been increasing its reach and improving its financial services and activities. 
Based on a 2017 institutional report, it has around 1,375,413 clients (63.4% female) in 
the region and 445 branches and 1,259 satellite offices. It has also outstanding loan 
birr 13,645,553,507; total net savers 8,173,202 (46.5% are women), total net saving 
birr 12,295,727,459.39 (26.56% women’s saving).
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Financial services include saving, insurance, credit, cash transfer, payment, and 
other services. It offers services for urban and rural peoples, with special attention 
given to rural agricultural communities. It supports rural agricultural productiv-
ity by providing loans for new technologies and inputs of agriculture and seeks to 
reduce urban youth unemployment by offering loans for starting capital.

1.3.3 WeSt gojjam zone

West Gojjam zone is located in the Amhara region of Ethiopia. It is bordered 
on the south by the Abay River, which separates it from the Oromia region 
and Benishangul-Gumuz; on the west by Agewawi; on the northwest by North 
Gondar; on the north by Lake Tana and the Abay River, which separates it from 
the South Gondar; and on the east by East Gojjam. Finote Selam is the capital 
of this zone.

1.3.4 jaBi tehinan Woreda/diStrict

Jabi Tehinan woreda is bounded by Burieworeda in the west, Dembecha woreda in 
the east, Sekela and Quarite woreda in the north, and Dembecha and Burie woreda 
in the south. The average temperature is 23° Celsius.

FIGURE 1.1 Map of Jabi Tehinan Woreda.

Source: Jabi Tehinan Woreda Finance and Economic Office, 2018.
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Based on Jabi Tehinan woreda administration information from 2016, the popu-
lation of the area is as follows: male = 107,511, female = 110,935, total = 218,446 
(50.78% female). From the total population, 16.4% live in urban areas and 83.5% live 
in rural areas. Of the population living in urban and rural areas, 56.4% and 49.02% 
are female, respectively.

Agriculture is the main source of income of Jabi Tehinan woreda, with around 
84% of the population engaged in agriculture. The woreda is known for different 
types of crops, including teff, maize, sorghum, bean, and others. It also known for 
cultivation of fruits and vegetables such as mango, papaya, avocado, carrot, redroot, 
sugarcane, etc.

1.3.4.1 Sampling Techniques and Sample Size
To select sample respondents from the study area, a two-stage random sampling 
procedure was conducted. First, out of a total 38 rural kebeles (i.e. the lowest admin-
istrative unit in Ethiopia), 5 kebeles (Abasem Zegwi, Hodansh Gategon, Arebayitu 
Ensisa, and Awunt Month) were randomly selected. The total target household size 
from these five kebeles was 2,172 (223 married women are clients and 1,949 are 
non-clients). Second, the sample sizes of rural households were selected based on the 
total household size of each kebele. The list of clients and non-clients was obtained 
from the same selected rural kebeles.

To decide on the sample size, we had to determine the desired level of precision, 
or sample error; confidence interval; and degree of variability. The formula devel-
oped by Kothari (2004) to determine the sample size for a finite population was used 
for this study:

n
z p q N

e N z p q
 =

2

2 21
* * *

* *−( ) +

where n = sample size; z = standard normal variable at the required confidence level, 
1.96 (from table); p = estimated characteristics or proportion of the target population, 
0.8; q = 1 − p, or 0.2; N = population size, 2,172 (more homogeneous or less variable 
population; i.e., all women’s were married, living in rural areas, and in the similar 
agroecology); e = margin of error, 0.05 for 95% level of confidence. The sample size 
was calculated to be:

n = * *  
2172 0 8 0 2 1 96

0 05 2172 1 1 96 2 0 2 0 8
233

2

2 2

* . . .

. . * . * .( ) −( ) +
=

Therefore, the total sample size was 233 (133 non-clients and 100 clients), which was 
selected from each kebele by a simple random sampling method based on household 
size. For focus group discussion, one group was selected randomly from each kebele 
to collect information about the general ACSI service delivery system and overall 
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WEE information. One group had seven married women, four non-clients and three 
clients. In addition, interviews were conduct with husbands of ACSI clients by select-
ing two men from each kebele and two ACSI officers to take information about 
the loan use and management in the household and the institution’s efforts towards 
WEE. Total sample size (i.e., calculated sample size = 233; focus group = 35; and key 
informant interview with husbands of clients = 10) was 278.

1.3.5 method of data analySiS

1.3.5.1 Descriptive and Inferential Statistics
The descriptive analysis focused on description of both dependent and indepen-
dent variables analyzed by percentage, mean, standard deviation, diagram, and 
frequency distribution. The statistical significance of the categorical and contin-
uous explanatory variables was tested by chi-square test and t-test respectively. 
The statistical significance of the outcome variables was also checked by t-test 
and chi-square test.

1.3.5.2 Econometric Model
Different econometric tests were applied to examine model fitness, multicollinear-
ity, and heteroscedasticity. The link test suggested by Pregibon (1980) was applied 
for the specification of independent variables. The omission of variables may also 
introduce an error. Therefore, the Ramsey RESET test or ovtest command was 
used to look for the symptoms of omitted variables, such as unusually large or 
small coefficients that have an incorrect sign (Wooldridge, 2015). Multicollinearity 
refers to the existence of a perfect or exact linear relationship among explanatory 
variables in regression models. Two measures were applied to test the presence of 
multicollinearity.

1.3.5.3 Propensity Score Matching (PSM)
In this research, married women who are clients of ACSI or those who are taking 
credit from ACSI were the treatment group and non-clients were the control group. 
To investigate the impact of ACSI credit on client married WEE, it is essential to 
be able to compare the two groups. The treatment effect for an individual i can be 
written as:

τ −i Yi Yi= ( ) ( ) 1 0   (1.1)

where:
Yi(1) =  outcome of treatment (economic empowerment of ith woman when she 

is client)
Yi(0) =  outcome of untreated individual (economic empowerment of ith woman 

when she is non-client
τi   = change in outcome because of treatment
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The fundamental evaluation seeks to estimate the mean impact of the programme, 
obtained by averaging the impact across all the individuals in the population. This 
parameter is known as the average treatment effect (ATE), which is the effect of 
treatment on WEE:

ATE 0= =( ) ( )E i E Y Yτ 1−  (1.2)

where E(.) represents the average or expected value.
The ATE of an individual i can be written as:

ATE 1 / 1 o /= = − =( )( ) ( )( )E Yi D E Yi D 0   (1.3)

where:
E (Yi(1)/D = 1): Average outcome for treated individual woman who is client of 

ACSI
E (Yi(o)/D = 0): Average outcome for untreated individual woman who is non-

client

Another quantity of interest is the average treatment effect on those treated, which 
measures the impact of the programme on those individuals who participated:

ATT 1 0/ 1

1/ 1  0/ 1

= =

= = − =

( )
( ) ( )

E Y Y D

E Y D E Y D

−
  (1.4)

The second term, E (Y0/D = 1), is the average outcome that the treated individuals 
would have obtained in the absence of treatment, which is not observed, but we can 
observe the term E (Y0/D = 0).

 

∆ = = =

= = = + =

( ) ( )
( ) ( ) ( )

E Y D E Y D

E Y D E Y D E Y D E Y

 1/ 1 0/ 0

 1/ 1 0/ 1 0/ 1 0/

–

– – DD

E Y D E Y D

=

= + = =

= +

( )
( ) ( )

0

ATT  0/ 1 0/ 0

ATT SB

–
 (1.5)

Where SB  =  selection bias, the difference between the counterfactual for treated 
individuals and the observed outcome for the untreated individuals. If SB = 0, then 
ATT can be estimated by the difference between the mean observed outcomes for 
treated and untreated.

ATE / 1 / 0= = =( ) ( )E Y D E Y D−
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1.3.5.4 Description of Variables

TABLE 1.1
Summary of Variables and Expected Signs
No. Name of 

Variable
Symbol Dependent/

Independent
Variable Type Measurement Expected 

sign

 1 Credit 
participation

treat Dependent/
independent

Dummy 1 if woman 
participated; 
0 otherwise

 +

 2 Amount of 
saving

tasav Outcome
Dependent

Continuous ETB

 3 Income totaloi Outcome
Dependent

Continuous ETB

 4 Decision 
making 

Outcome
Dependent

Dummy 1 if woman 
can 
participate; 
0 otherwise

 5 Age of 
woman

age Independent Continuous Year  +

 6 Education 
level of 
woman

educs Independent Dummy 1 if literate; 0 
if illiterate

 +

 7 Family size fs Independent Continuous Number  +

 8. Dependency 
ratio

dr Independent Continuous Number  -

 9 Animal 
fattening and 
rearing 
activity

afra Independent Dummy 1 if woman 
participated; 
0 otherwise

 +

10 Infrastructure infra Independent Dummy 1 if woman 
had access to 
infrastructure; 
0 otherwise

 +

11 Land size lands Independent Continuous Land size 
measured in 
hectare

 +

12 Distance to 
urban center

dturban Independent Dummy 1 if walking 
distance is 
less than 2 
hrs; 0 
otherwise

 +

13 Husband’s 
education

educD Independent Dummy 1 if literate; 
0 otherwise

 + 

Source: Own expectation with review literature.
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TABLE 1.2
Decision-Making Power Indicators
No. Decision-Making Indicator Symbol Type of 

Variable
Measurement

1 Control over large household assets CoaD Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

2 Decision on self-free movement DSFM Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

3 Decision on use of family planning DUFP Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

4 Decision to visit and support relatives DTVSR Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

5 Decision to the type of crops to be planted DTBSF Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

6 Decision to buy quality seed and fertilizer DTBSF Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

7 Decision to participate in business activity DTINCG Dependent
(Dummy)

1 if she participates in 
decision; 0 otherwise

1.4 RESULTS AND DISCUSSION

This section presents the findings of the study in line with the specific objectives; 
that is, the impact of credit access on married women’s income and saving and their 
decision-making power.

As presented in Table 1.3 the total household size of randomly selected kebeles 
from Jabi Tehinan woreda was 2,172. From these, 100 married women who were ACSI 
clients or credit users and 133 married non-client women were randomly selected and 
interviewed. The clients and non-clients selected from each selected kebele are pro-
portional to the size of households in each kebele. Additionally, supportive data was 
collected from two ACSI officers and 10 husbands of clients through key informant 
interviews.

Household decisions and discussions are important for managing and improv-
ing the family’s living standard. The head of the household or the person who takes 
responsibility for the household may lead this activity. The results in Table 1.4 show 
that client decision-making power is greater than that of non-clients except for mar-
ried women control over large household assets. A significant difference was found 
on decision-making power between clients and non-clients at the 1% significance 
level. However, the decision-making power of clients on large household assets is not 
significantly different from that of non-clients.

A. Binary Logit Model
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1.4.1 econometric analySiS

A. Determining Common Support Region
The common support graph on Figure 1.2 shows the estimated propensity scores for 
clients and non-clients of ACSI. The upper half of the graph (i.e., red) shows treated 
on support or the propensity score distribution for credit users fall in common 

TABLE 1.3
Total Population and Sample Respondents by Selected Kebeles
Kebele 
Code

Kebele Total Household 
Size

Sample Respondents

Client Non-client

1 Awunt Month 456 21 28

2 Hodansh Gategone 478 22 29

3 Jiga Yelmidar 478 22 29

4 Arbayitu Ensisa 391 18 24

5 Abasem Zegaye 369 17 23

  Total 2,172 100 133

Source: Finote Selam branch of ACSI office.

TABLE 1.4
Decision-Making Power of Married Women
Activities Who Makes Decision? Chi-

squareRespondent Jointly Husband

  Non-
client

Client Non-
client

Client Non-
client

Clients

Who decides when you want to 
engage in income-generating 
activity?

7 16 49 49 77 25 ***

Who decides when you want to 
freely move outside the house?

6 24 74 51 53 25 ***

Who decides on use of family 
planning services?

14 52 95 45 24 3 ***

Who decides to visit and 
support relatives and parents?

13 21 76 67 44 12 ***

Who decides the type of crops 
to be planted on farm fields?

3 5 30 42 99 53 ***

Who decides to buy quality 
seed and fertilizer?

3 6 18 37 112 57 ***

Who controls large household 
assets?

0 1 90 70 43 29 0.41

Source: Survey data.
*** 1% significance level
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TABLE 1.5
Logistic Regression Results
ACSI Participation (Treat) Coef. Std. Err. Z

Age 0.057** 0.0261 2.19

Infrastructure −0.110 0.137 −0.8

Distance to urban −0.625** 0.264 −2.36

Animal rearing and fattening activity 0.937*** 0.319 2.94

Education status of women 1.302*** 0.362 3.59

Land size −0.289 0.273 −1.06

Dependency ratio 1.714 1.108 1.55

Family size 0.375*** 0.113 3.3

Education status of husband 0.186 0.188 0.1

_cons −4.325 1.403 −3.08

Number of observations = 233
Prob. > Chi-squared = 0.000
Pseudo R2 = 0.2007

Source: Survey data.
*** 1% and ** 5% level of significance.

FIGURE 1.2 Common support graph.

Source: Survey data.

support region while the lower half of the graph (i.e., blue) shows that the pro-
pensity score distribution for non-clients of ACSI fall within the common support 
region. The green-colored region represents the propensity score distribution of 
clients who did not match; that is, the participant groups that do not have appropri-
ate comparison.

1.4.2 factorS affecting married Women’S deciSion-making

The result of the logit model shows that access to credit was likely to increase 
women’s decision-making measured as decision to self-free movement outside their 
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home, use of family planning, visit and support of relatives and parents, type of crop 
to be planted, seed and fertilizer, and participate in business activities. It is signifi-
cant at the 1% significance level and has a positive relationship with decision-making 
indicators. Access to credit did not have significant effect on married women’s con-
trol over large household assets. This result was consistent with findings of Eshetu 
(2011) in Ethiopia.

As shown on Table 1.6, the result of marginal effect revealed that married women 
who were clients had a 23% chance of making the decision for self-free movement 
outside their home; 32% chance to make the decision to participate in their own 
business activities; 24% chance of making the decision to visit and support relatives 
and parents; 20% chance of making decision on type of crop to be planted; and 23% 

TABLE 1.6
Factors Affecting the Decision-Making Power of Married Women

  Decision-Making Power Indicators

Variables Coah DSFM DUFP DTVSRP DFTCP DTBSF DINCG

age 0.205
(0.04) ***

0.97 0.006 −0.022 −0.007 0.013 0.032

treat −0.21 3.1
(0.23) ***

2.61
(0.14)***

1.56
(0.24)***

0.96
(0.2)***

1.37
(0.23)***

1.36
(0.32)***

infra −0.385 1.37 −0.359 −0.163 −0.35 −0.499 0.76
(0.18)*

dturban −0.296 0.553
(−0.12)*

−1.92
(0.13)***

−0.81
(−0.13)**

0.13 0.087 0.377

afra −0.073 1.34 −0.358 −0.14 0.059 −0.130 0.068

educs 0.73
(0.14)**

0.678 0.288 0.064 −0.04 −0.148 −1.14

lands −0.467 1.643
(0.12)*

0.163 −0.09 −0.22 −0.031 0.26

dr 1.22 −0.662 0.065 −0.25 −0.97 −0.902 1.65

fs −0.31
(−0.06)**

−0.012 0.964 0.023 −0.1 0.044 −0.09

Constant −4.79 3.1 0.84 2.067 0.16 −1.49 0.11

No. of obs. 233 233 233 233 233 233 233

LR chi2(10) 60.94 20.8 33.87 22.3 14.07 24.59 35.64

Prob > chi2 0.00 0.02 0.002 0.013 0.04 0.006 0.00

Pseudo R2 0.204 0.07 0.208 0.088 0.05 0.091 0.112

Source: Survey data.
Values in the brackets are marginal effects and others are coefficients *** 1%, ** 5%, and * 10% signifi-
cance level. Prop
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chance of making the decision to buy quality seed and fertilizer, keeping other vari-
able constant.

1.5 CONCLUSION AND SUGGESTIONS

1.5.1 concluSion

The results from the descriptive analysis showed that a woman takes ACSI credit, 
her saving habit and income also increase. The results from the econometric analysis 
revealed that the woman’s age, family size, distance from urban center, animal rear-
ing and fattening activity, and the woman’s education status were significant factors 
in determining participation in ACSI credit. Infrastructure, land size, dependency 
ratio, and husband’s education status were not significant. From determining factors, 
distance to urban center were negatively related with participation. Age, education, 
family size, and animal rearing and fattening activities were positively related with 
participation.

The result from ATT estimation also indicated that ACSI has a positive as well 
as significant impact on compulsory and voluntary saving of married women. 
Accordingly, clients of ACSI save annually 1587.32 ETB birr more than non-
clients. But from these result clients of ACSI voluntary saving of ATT estima-
tion was 560.71 ETB more than non-clients. Moreover, ACSI credit has a positive 
and significant impact on participating in one’s own business activities. The ATT 
result shows that clients of ACSI can gain annual income of 1659.8 ETB more than 
non-clients.

Age, education status, and family size are the determinants of women’s deci-
sion-making power on large household assets at the 1% and 5% levels of signifi-
cance. Generally, ACSI credit is not the determinant factor for married women’s 
decision-making on large household assets, but it is a major determinant factor 
for women’s decisions on income-generating activity, free movement outside 
the house, visit and support by families and relatives, family planning services, 
type of crops to be planted, and buying quality seed and fertilizer at the 1% 
significance level.

1.5.2 recommendation

Women require frequent advice about how to generate income, which type of busi-
ness is appropriate for women, which type of business can operate in rural areas, 
and how they can operate different types of income-generating activities. Therefore, 
ACSI and other concerned bodies (i.e., governmental and non-governmental orga-
nizations, female and children affairs offices, technical and vocational enterprise 
development offices, agriculture and rural development offices) need to cooper-
ate and pool resources to provide skill development and business startup capital to 
women. The institution should improve the information-processing system for pac-
ing married women’s economic empowerment.
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2.1 BACKGROUND OF THE STUDY

The success of the hotel industry depends heavily on the quality of service pro-
vided to customers, and this quality is influenced by the people who are involved 
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in day-to-day operations. Unlike other industries, the hotel trade is highly labour 
intensive and high customer contact. In order to successfully compete with industry 
rivals. Organizations should not only have a sufficient number of employees, but also 
employees who have the essential skills motivation. At present, the industry has rec-
ognized human capital as the most important and critical asset to gain competitive 
advantage (Bednarska, 2012).

However, the business world is increasingly competitive, regardless of the nature 
of the industry, and firms are constantly competing. This competition often requires 
employees to work like machines during their work shifts, and when employees fail 
to manage their work and personal life in an equal manner, it can lead to unpre-
dictable consequences at unexpected situations. The hotel industry is no exception 
to this situation, and sometimes it is worse when compared with other industries. 
Even though hotels need their employees’ maximum performance, it can be diffi-
cult to get the most out of employees because they are human beings with emotions 
who are susceptible to the high stress generated from working long hours (Peshave 
& Gujarathi, 2014). Working conditions in the hotel industry can have a negative 
impact on employee work–life balance, impacting the employees’ personal lives as 
well as the organization itself (Deery, Jago, & Jago, 2015).

Work–life balance is a popular topic today as employees in the hotel trade face 
enormous pressure due to the nature of their jobs as well the competitive business 
environment. Even though other industries face similar problems of employee work–
life balance, the hotel industry is unique due to the provision of round-the-clock 
service (Mohanty & Mohanty, 2014). Many job roles in the hotel industry tend to 
negatively affect, directly and indirectly, on the quality of family life and the psycho-
logical and physical wellbeing of employees (Bednarska, 2012).

According to many researchers, poor work–life balance situations occur mainly 
due to inflexible job characteristics, which is a common aspect in the hotel indus-
try, ultimately impacting employee job satisfaction, commitment, and performance 
(Hughes, Bozionelos, & Hughes, 2007). Likewise, many researchers have proved 
that work–life imbalance is not a rare situation in the hotel industry and that it is a 
common phenomenon across the whole hotel trade. Work–life imbalance creates a 
more stressed and unsatisfied workforce within the organization, which negatively 
affects the day-to-day operations of hotels as well as customer satisfaction and orga-
nizational success (Kidd & Eller, 2012).

The prime purpose of any hotel is to ensure customer satisfaction in order to 
achieve the organization’s ultimate goals and targets. Because human resources is 
an important asset towards achieving those goals, it is important for organizations to 
have a satisfied and loyal pool of employees (Jayawardhana, Silva, & Athauda, 2013).

To create an effective and productive environment, hotel management needs to ensure 
work–life balance for its employees. As almost all job roles in the hotel industry are 
pressure driven, the possibilities for work–life imbalance situations are rather high. But 
because management expects employees’ maximum productivity with loyalty and com-
mitment to their operation’s processes, many hotels have started to give their attention to 
work–life balance and job satisfaction of employees (Mohanty & Mohanty, 2014).

Once an organization is able to achieve work–life balance for its employ-
ees, employee turnover will be minimized. Conversely, if work–life balance in 
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organizations is poorly managed, employees will experience increased mental dis-
satisfaction; job stress; and negative behaviour, attitudes, and performance at both 
work and home. These conflicts between work, home, and life are linked with job 
dissatisfaction and turnover (Deery et al., 2015).

At present, with the increased call for work–life balance in the hotel industry, 
some organizations have started to implement strategies towards effectively manag-
ing work–life balance. However, in practice, these measures are ineffective due to the 
failures in implementing and sustaining them. Nevertheless, employment practices 
pertaining to areas of work–life balance are rated as the second most important on 
their ability to enhance employee productivity in hotels (Peshave & Gujarathi, 2014).

At the inception of the research work, the researcher visited selected five-star 
hotels in Sri Lanka and observed receptionists and concierge employees’ behavior 
and commitment to work and the quality of customer service while on duty. During 
these observations the researcher noticed that although employees start their day 
energetically, as the time passes the way they talk to customers and the way they 
answer the telephone are not as enthusiastic as in the morning but rather lethargic in 
attitude. Also, when the hotel becomes congested with guest arrivals and departures, 
the way they interact with customers differs from that on non-busy days. It was 
observed that employees’ patience and politeness drops when the hotel gets busy, and 
as a result they get blamed by the unhappy customers.

Through the researcher’s observations it was concluded that even if these employ-
ees in reception and concierge are trained to act positively in stressful situations, 
in reality they fail to do so. Employees were willing to perform only their assigned 
duties, but nothing beyond that. Researchers have also stated that when there is dis-
satisfaction towards their job, employees stick to perform their specified tasks only 
(Deery et al., 2015).

The hotel industry is constantly changing due to the nature of the competitive 
environment; managers strive to get the maximum output from fewer employees in 
order to maximize the profit. As a result, employees are suffering from work–life 
imbalance problems and conflicts in managing work and family life. Even though 
tourism and the hotel industry have become significant industries towards Sri 
Lanka’s economic development, this has a number of drawbacks, and imbalance in 
work–life relationship is one of them (Jayawardhana et al., 2013). It is a well-known 
fact that hotel and tourism industry employees suffer severely due to work and family 
issues (Ranasinghe, Lanka, Deyshappriya, & Lanka, 2011).

Though they do not maintain records relating to employee work–life balance, the 
management of most hotels considers work–life balance to be one of five fundamen-
tal elements to be considered within the organization. As per front office managers’ 
opinion, high turnover, frequent absenteeism and low performance are interlinked 
with work–life imbalance.

Long, isolated working hours; low pay, and often low status; and heavy workloads 
in hotel-sector jobs has led to low employee work–life balance, resulting in four 
major problems: high turnover, low performance, increased grievances and chronic 
absenteeism. Moreover, researchers say that poor work–life balance in the hotel 
industry has led to higher-than-average skill shortages, low productivity, high labour 
turnover, and hard-to-fill vacancies (Deery et al., 2015).
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Thus, in light of these issues, the researcher developed the research problem of 
the current study: What factor(s) is/are most influential on receptionists and con-
cierge employees in hotels experiencing poor work–life balance?

A number of researchers (Fayyazi & Aslani, 2015; Saeed & Farooqi, 2014; Haar, 
Russo, Suñe, & Ollier-Malaterre, 2014; Mukhtar, 2012) have examined work–life 
balance and job satisfaction and have found that there is a relationship between these 
two variables. However, the researcher did not come across any studies that tested 
the relationship between selected dimensions of work–life balance and job satisfac-
tion. Accordingly, in this research, the researcher aimed to discover whether there 
was any relationship between involvement balance, satisfaction balance and time 
balance and how imbalance in these variables affects the job satisfaction of hotel 
employees.

2.2 SIGNIFICANCE OF THE STUDY

Due to inherent characteristics of the hotel industry, most hotels face the issue of 
achieving success through developing and maintaining a productive workforce. 
Employees of this industry are also struggling to achieve a better life by fulfilling 
their career expectations. Therefore, this chapter is significant in several ways to the 
hotel industry in the local context.

Hotels in the hospitality industry suffer from problems such as employee job 
dissatisfaction, low performance, high absenteeism, high turnover, grievances, and 
many more that have a huge influence on the success of an organization. These are 
also some of the foremost indicators of an imbalanced work–life relationship. Hence, 
this study, which focused on factors affecting poor work–life balance in five-star 
hotels in Sri Lanka, will be advantageous to the entire hotel industry in improving 
the work–life balance of their workforce and thus reducing the common problems of 
high absenteeism, high turnover, low performance, dissatisfaction, grievances and 
so on. Moreover, from the employees’ point of view, it benefits them to construct a 
healthy work–life relationship and have a balanced and greater life by way of sup-
porting management to eliminate the factors that influence poor work–life balance. 
Employees will have good knowledge about how they should manage their work life 
and family life, and thus it will help to mitigate a number of social matters, such as 
family issues due to stress, depression, and anger, which have the potential to lead to 
divorces and suicides in the long run.

Improvement of work–life balance will improve employee job satisfaction and 
thereby lead employees to meet individual performance targets as well as orga-
nizational goals and objectives. It will form a pool of loyal employees, which, in 
turn, benefits the organization, because retaining dedicated and loyal employees is 
a strength.

2.3 WORK–LIFE BALANCE AND THE HOTEL INDUSTRY

In considering work–life balance in the hotel industry, Cooper (1998), suggests that 
the concept of presenteeism is extremely important. Cooper argues that presentee-
ism is an overwhelming need to put in more hours or appear to be working for very 
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long hours. According to Cullen and McLaughlin (2006), the culture of almost all 
hotels promotes this phenomenon, and it ultimately results in poor work–life balance 
among employees. Dohrty (2004) examined work–life balance for women involved 
in the hotel industry and determined that the very long hours and lack of flexibility 
had a heavy negative influence on their work–life balance. She argues that the cul-
ture of long hour is counterproductive for the whole hotel industry and that it is one 
of the root causes of poor employee work–life balance (Deery et al., 2015).

As work–life balance has rapidly emerged as a popular topic for all industries, 
regardless of size and type, a number of solutions and strategies have been developed 
to address the situation. Hartel et al. (2007) argues that organizations can success-
fully implement various work–life balance initiatives that may help employees to 
have a better balance between their work and personal life and simultaneously gain 
improvements in wellbeing and provide many different organizational benefits as 
well. Organizations are now introducing a variety of family-friendly policies and 
principles that include flexible working hours, working from home, job sharing, 
part-time work, compressed work week, parental leaves, telecommunication, on-site 
child care facilities, family apartments etc.

Many employers also provide a range of benefits related to employee’s health and 
wellbeing, including extended health insurance for employees and departments, per-
sonal days, and access to programmes or services to encourage fitness and physical 
and mental health of employees. Further, other practices may support children’s edu-
cation and health and employee participation in volunteer work, or facilitate phased 
retirement (Lazǎr, Osoian, & Raţiu, 2010). However, although many organizations 
have taken steps to improve work–life balance, most of the time they are just written 
policies and ideas and fail in implementation. Because of that, the problem remains 
(Faisal, 2015).

2.4 JOB SATISFACTION AND THE TOURISM INDUSTRY

The tourism sector is highly labour intensive, with the performance of its human 
resources being a significant and determining factor in its sustainability. Therefore, 
this dependence on human resources for its proper functioning and growth demands 
both effective and efficient workforce practices in order for employees to perform at 
optimum levels, thereby enabling the sector to remain viable in a rapidly changing 
and fiercely competitive global environment. As organizations in the tourism sector 
have become increasingly aware that mismanagement of resources can lead to their 
demise, they have focused on cost minimization while simultaneously maintaining 
quality. Thus informed, these organizations are encouraged by the literature to con-
sider employee performance as a means to gain competitive advantage.

Subsequently, researchers have investigated workplace issues that are likely to 
impact on employee attitudes in order to better understand, and therefore to develop 
strategies to improve, both individual and organizational performance. One of the 
issues includes the tacit acceptance that turnover behaviour is quite appropriate and 
an accepted element of life within the industry. The profound impact that turnover 
behaviour has on an organization’s costs has increased the need for continual man-
agement awareness in order to mitigate any likely adverse effects to the enterprise.

Prop
ert

y o
f C

RC Pres
s



26 Advances in Management Research

Theorists have proven that low levels of job satisfaction, which is impacted by 
routinization, role conflict, and lack of promotional opportunity, can have harmful 
effects on the organization. In the same way, it can impact not only an employee’s 
decision to quit an organization but also the organization’s bottom line. Extrinsic 
job satisfaction is related to turnover intention, implying that managerial style and 
reward strategies present both challenges and opportunities to industry stakeholders. 
Hotel organizations must maintain constant surveillance regarding employee satis-
faction towards the job by optimizing the manner in which employees are managed 
and the manner in which they are rewarded. The failure of management is likely to 
aggravate turnover and the subsequent costs to operations (Zopiatis, Constanti, & 
Theocharous, 2014).

2.5  IMPACT OF WORK–LIFE BALANCE ON JOB 
SATISFACTION OF HOTEL EMPLOYEES

The quality of the interpersonal interaction between customers and service 
employees is critical in satisfying customers, ultimately influencing the bottom 
line of the company. Positive attitudes and emotions in service employees dur-
ing service encounters can create a favourable impression on customers. They are 
then more likely to purchase a product, do return business with the company and 
speak well of the company. Because of this, most companies in today’s highly 
competitive business environment have begun to focus heavily on managing their 
employees’ emotional behaviour, prescribing implicit and explicit display rules 
for the appropriate emotional expressions that their employees should use during 
customer encounters.

A major challenge of working in the hospitality industry is coping with work tim-
ing and shifts. This is particularly highlighted as the core business is more during 
holidays and festivals. For hospitality service professionals, these times are the busi-
est, and it becomes impossible for them to avail themselves of any leave or time off 
during this period. This naturally creates work–life imbalance and family conflict as 
the expectations of their families are ignored (Biswakarma et al., 2015).

In the hospitality industry, employees may have to fake their true emotions 
according to the situation in many customer-contact situations. Employees who 
repeatedly suppress their true emotions suffer a continuing discrepancy between 
their inner feelings and outward expressions. This emotional discrepancy leads 
to emotional discomfort and job stress that, in turn, causes job dissatisfaction. In 
hotels where face-to-face and voice-to-voice interactions between service providers 
and customers continually occur, front office employees are particularly vulnerable 
to job dissatisfaction due to the work stress. However, although current hotel human 
resources managers are aware of this situation, few hotel organizations effectively 
implement strategies to control work–life balance and prevent turnover (Lee & Ok, 
2012). Thus, a deeper and clearer understanding of the factor(s) that is/are most 
influential on front office employees in hotels experiencing poor work–life balance 
is critical in attempting to create strategies for controlling work–life balance and 
its outcomes.

Prop
ert

y o
f C

RC Pres
s



27Work–Life Balance and Job Satisfaction at Hotels in Colombo

2.6 CONCEPTUAL FRAMEWORK

This study explored the relationship between work–life balance and job satisfaction 
of receptionists and concierge staff of hotels. Three dimensions of work–life balance 
were considered as independent variables to determine what factor(s) had an influ-
ence on the dependent variable of job satisfaction.

Greenhaus, Collins, and Shaw (2003) argue that there are three dimensions of 
work–life balance: (1) time balance, which is allocating equal time to work and 
family; (2) involvement balance, defined as mental involvement with work and fam-
ily issues; and (3) satisfaction balance, which is equal satisfaction with family and 
work. Greenhaus et al. (2003) tested the relationship between these three work–life 
balance dimensions and quality of life and determined that individuals with high 
work–life balance do not necessarily experience a higher quality life than those 
with work–life conflict (Fayyazi & Aslani, 2015).

A number of studies (Fayyazi & Aslani, 2015; Saeed & Farooqi, 2014; Haar et al., 
2014; Mukhtar, 2012) have examined the relationship between work–life balance and 
job satisfaction with or without involvement of different mediators, but the researcher 
did not come across any studies that tested the relationship between Greenhaus’s 
work–life balance dimensions and job satisfaction. Because Greenhaus’s study was 
also focused on examining the relationship between work–life balance and quality 
of life, in the current study, the researcher’s objective was to find the relationship 
of Greenhaus’s work–life balance dimensions with job satisfaction and to identify 
the factors that were most and least influential on employees’ job satisfaction. Even 
though the independent variables are similar to Greenhaus’s study, the dependent 
variable is dissimilar. Thus the researcher developed an original model for the cur-
rent study:

FIGURE 2.1 Conceptual framework.

Source: Developed by the researcher based on literature.
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Hypothesis

Based on the conceptual framework the following hypotheses were developed by the 
researcher:

H1A:  There is a relationship between involvement balance and total involve-
ment in work and family roles in predicting employee job satisfaction.

H1B:  There is a relationship between satisfaction balance and total satisfaction 
with work and family roles in predicting employee job satisfaction.

H1C:  There is a relationship between time balance and total time devoted to 
work and family roles in predicting employee job satisfaction.

2.7 VARIABLES AND DIMENSIONS

2.7.1 joB SatiSfaction

Despite its wide usage in scientific research, as well as in everyday life, there is 
no consensus on what job satisfaction represents. Different authors have different 
approaches towards defining job satisfaction. The researcher used Schleicher, Watt, 
and Greguras’s (2004) definition of job satisfaction as the working definition for the 
current study: “Job Satisfaction can be defined as the degree to which individual’s 
beliefs or thoughts are concerning various components of their jobs”.

As cited in Bruck, Allen, and Spector (2002), Locke (1969) stated that job 
satisfaction is a positive emotional state coming from an individual’s subjective 
experience with his or her job. It reflects the degree to which a person’s wants, 
needs, or expectations are met at work. Furthermore, job satisfaction is defined 
as the extent to which the expectations that an individual hold for a job match 
what one actually receives from the job. Job satisfaction can be characterized as 
an attitude concerning the extent to which people like or dislike their jobs (Bruck 
et al., 2002).

Aziri (2011) cited Hoppock (1935), who defined job satisfaction as “any combi-
nation of psychological, physiological and environmental circumstances that cause 
a person truthfully to say I am satisfied with my job”. According to this approach, 
although job satisfaction is under the influence of many external factors, it remains 
something internal that has to do with the way the employee feels; that is, job satis-
faction presents a set of factors that cause a feeling of satisfaction.

Moreover, Aziri (2011) also cited Vroom’s (1964, p. 15) definition of job satisfac-
tion, which focuses on the role of the employee in the workplace. Vroom defined job 
satisfaction as “effective orientations on the part of individuals toward work roles 
which they are presently occupying”.

One of the most often cited definitions on job satisfaction is the one given by 
Spector (1997), according to whom job satisfaction has to do with how people feel 
about their job and its various aspects. It has to do with the extent to which people 
like (satisfaction) or dislike (dissatisfaction) their job. That’s why job satisfaction and 
job dissatisfaction can appear in any given work situation (Aziri, 2011). Later on, 
Spector (2000) simply defined job satisfaction as “the extent to which people like 
their jobs” (Lee & Ok, 2012).

Prop
ert

y o
f C

RC Pres
s



29Work–Life Balance and Job Satisfaction at Hotels in Colombo

In general, job satisfaction refers to an individual’s positive emotional reactions 
to a particular job. It is an affective reaction to a job that results from a person’s 
comparison of actual outcomes with those that are desired, anticipated, or deserved 
(Mukhtar, 2012). According to Robbins (2003, p. 72), job satisfaction refers “to an 
individual’s general attitude toward his or her job”. A person with a high level of job 
satisfaction holds a positive attitude about the job, while a person who is dissatisfied 
with his or her job holds negative attitudes about the job (Buitendach & Rothmann, 
2009).

Greenberg and Baron (2008), for instance, view job satisfaction as a feeling that 
can produce a positive or negative effect towards one’s roles and responsibilities at 
work, and they added that it is important to understand that there is no single way to 
satisfy all workers in the workplace (Diala & Nemani, 2011).

Schleicher et  al. (2004, p.  167) in their research, “Re-examining the Job 
Satisfaction–Performance Relationship: The Complexity of Attitudes”, stated that 
“job satisfaction is relevant to the consistency between the affective and cognitive 
components of one’s attitude” and used two measurements to assess both these com-
ponents. The Overall Job Satisfaction Scale (OJS) was used to assess the affective 
component, to understand how participants felt about their jobs, and the Minnesota 
Satisfaction Questionnaire (MSQ) was used to assess the cognitive component, 
which asked participants what they believed about various components of their jobs.

Because the present study is using MSQ as the job satisfaction measurement, 
the working definition for job satisfaction can be stated as “the degree to which 
individual’s beliefs or thoughts are concerning various components of their jobs” 
(Schleicher et al., 2004).

2.7.2 Work–life Balance

The researcher used Greenhaus et al.’s (2003) work–life balance dimensions as the 
working definition of the study. This definition of work–life balance is a combina-
tion of three dimensions: involvement balance, satisfaction balance, and time bal-
ance. These dimensions were used as the independent variables of the current study. 
Greenhaus et al. (2003) identified these three dimensions as major elements of work–
life balance and defined each dimension individually:

Involvement Balance can be defined as having an equal level of psychological 
involvement in work and family roles.

Satisfaction Balance is defined as having an equal level of satisfaction with 
work and family roles.

Time Balance is when someone is having as equal amount of time devoted to 
work and family roles.

Work–life balance emphasizes proper prioritizing between work (career life 
and ambition) and lifestyle (pleasure, leisure, health, family and spiritual devel-
opment). It heavily impacts employee performance and mainly decides by the 
dimensions of job content, psychological/personal factors, and family factors 
(Deery et al., 2015).
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Work–life balance can be defined as an individual’s ability to meet both their 
work and family commitments, as well as other non-work responsibilities and activi-
ties. Work–life balance is related to reduced stress and greater life satisfaction, with 
some indication that the relationship is strengthened over time.

Traditionally, work–life balance has been seen as an issue for individual employ-
ees, with organizational efforts at improving work–life balance focusing on pro-
grammes aimed to help employees better manage their home life (e.g. childcare 
or counselling). Proponents argue that work–life balance contributes to employee 
engagement (job satisfaction and organization commitment), which, in turn, contrib-
utes to higher productivity and lower organizational turnover. As cited in Parkes and 
Langford (2008), De Cieri et al. (2005, p. 92) argue that any organization aiming to 
increase competitive advantage must “develop the capability to attract, motivate and 
retain a highly skilled, flexible and adaptive workforce” by “an approach to HR and 
work–life balance strategies that cater for the diverse needs of the workforce”.

Given the high level of interest in work–life balance among researchers, practi-
tioners, and commentators, the researcher aimed to test whether there is an impact 
of work–life balance on employee job satisfaction and what factor(s) (dimensions) of 
work–life balance might moderate or mediate the relationship between work–life 
balance and employee job satisfaction. Furthermore, the researcher studied work–
life balance dimensions introduced by Greenhaus et al. (2003) with job satisfaction. 
Greenhaus et  al. (2003) identified three dimensions of work–life balance: (1) time 
balance, (2) involvement balance, and (3) satisfaction balance. Furthermore, work–life 
balance can be viewed as a continuum where at one end the imbalance is in favour 
of family and at the other end the imbalance is in favour of work. Work–life balance 
that refers to equal commitment and time allocation to work and personal life issues 
is considered to be in the middle of the continuum (Fayyazi & Aslani, 2015).

Greenhaus et al. (2003, p. 513) defined work–life balance as “The extent to which 
an individual is equally engaged in—and equally satisfied with—his or her work 
role and family role”. Furthermore, Greenhaus et al. (2003) defined three compo-
nents of work–life balance, and the researcher used those as working definitions for 
the present study.

TABLE 2.1
Working Definitions
Variable Definition

Independent Variables

Involvement balance An equal level of psychological involvement in work and family roles

Satisfaction balance An equal level of satisfaction with work and family roles

Time balance An equal amount of time devoted to work and family roles

Dependent Variable

Job satisfaction The degree to which individual’s beliefs or thoughts are concerning various 
components of their jobs.

Sources: Greenhaus et al. (2003), Schleicher et al. (2004).
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2.7.3 PoPulation and SamPle

The population of the research consisted of receptionist and concierge staff in five-
star hotels in the Colombo area. According to the Annual Statistical Report issued 
by the Sri Lanka Tourism Development Authority in 2016, the highest occupancy 
rate by region is in in the Colombo Region, which is a combination of Colombo City 
and Greater Colombo. Therefore, the researcher limited the population to within the 
Colombo Region.

As per the statistics included in the Annual Report under “Capacity and Nights 
in all Accommodation Establishments by Category”, the most “Total Guest Nights”, 
“Foreign Guest Nights”, and “Local Guest Nights” have been occupied by five-star 
hotels. Therefore, it is evident that the busiest employees in the hotel trade in Sri 
Lanka are in five-star hotels in the Colombo Region, and thus were selected as the 
most suitable population for the study.

As mentioned on the Sri Lanka Tourism website, which is registered and approved 
under the Sri Lanka Tourism Promotion Bureau, five-star hotels offer “superior stan-
dard and an extensive range of first-class guest services”. Moreover, it indicates that 
there are five five-star hotels in Colombo District: the Cinnamon Grand Hotel, the 
Cinnamon Lakeside Hotel, the Hilton Colombo, the Taj Samudra, and The Kingsbury 
(as at July, 2018).

The total number of receptionist staff (80) and concierge staff (30) of these five 
hotels was 110. Thus, the population was 110 (N = 110). A total of 110 receptionist 
and concierge staff were selected as the sample of research.

2.7.4 data collection method

As this was a quantitative research study based on primary data, data collection was 
mainly done via a constructed questionnaire survey. Data were collected via a stan-
dard questionnaire based on the existing measurement scales in the literature that 
have already been tested and validated widely by previous research in the domain of 
work–life balance and job satisfaction. A structured, self-administered questionnaire 
was designed to collect data from employees in reception and concierge; the design 
of the questionnaire was guided by the objectives of the study. Work–life balance 
was assessed using the 24-item scale suggested by Thomas and Ganster (1995). The 
scale examines three dimensions of work–life balance: time balance, involvement 
balance (input balance), and satisfaction balance (output balance). Coefficient alpha 
for the original measurement scale is 0.92.

A job satisfaction measure known as the Minnesota Satisfaction Questionnaire 
short form was used to measure job satisfaction. It consists of 20 items on a 5-point 
Likert scale, ranging from “1 = very dissatisfied” to “5 = very satisfied”, that asked 
participants what they believed about various components of their jobs. As noted by 
Schleicher et al. (2004), coefficient alpha for this scale is 0.88.

In this research, the first section of the questionnaire, questions 1 to 24, were 
included to determine the level of work–life balance of receptionist and concierge 
employees. Respondents were required to mention their level of agreement on a 
5-point Likert scale that ranged from “strongly agree” to “strongly disagree”.
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Questions 25 to 44 on the questionnaire attempted to determine the job satis-
faction of receptionist and concierge employees of hotels. It consisted of 20 items 
on a 5-point Likert scale, ranging from “1 = very dissatisfied” to “5 = very satis-
fied” that asked participants about their satisfaction with various components of 
their jobs.

The last section of the questionnaire included six demographic questions (ques-
tions 45 to 50). The respondents had to choose only one option from the given options.

A primary survey was carried out covering all five hotels. Three respondents 
were randomly selected from each hotel; thus, a total of 15 questionnaires were 
distributed. The researcher timed all the respondents while they were engaged 
in filling out the questionnaire, and per respondent it took between 10 to 15 
minutes to complete it. Standard questionnaires were used for the current study 
and did not involve any language translations or change of words of the items 
of the original measurement scales. The questionnaire distributed was in sim-
ple English language, and the respondents of the primary survey declared that 
they did not experience difficulty in understanding the questions and complet-
ing the questionnaires. After completion, all distributed questionnaires were 
returned by all receptionist and concierge staff and were effectively used to test 
the reliability.

Validity and the adequacy of the data were ensured through exploratory factor 
analysis (EFA). From the total sample of 110, 80 responses were considered to check 
the validity of the study. The Kaiser-Meyer-Olkin (KMO) test and Bartlett’s test 
were used to check the adequacy of the sample. The KMO measure of sampling 
adequacy should be above 0.7 (KMO > 0.7) and the significant (p-value) should be 
less than 0.05 for the sample to be considered as adequate.

The survey response rate was 55.2% for receptionist staff and 100% for concierge 
staff. Each questionnaire was scrutinized by the researcher to examine the response 
pattern and identify abnormalities in the completion of questionnaires.

The collected primary data were analyzed with the support of IBM SPSS 
(Statistical Package for Social Science) version 20. Frequency tables and descrip-
tive statistics were used to elaborate on the sample composition and the individual 
behaviour towards variables.

A normality test was used to determine the distribution of the data. Normally 
distributed data are considered as good and decent to use in research. The normal-
ity of the distributed data was assessed by the Kolmogorov-Smirnov normality test 
using SPSS.

A linearity test can be used to determine whether the relationship between the 
independent variable and the dependent variable is linear. A  linearity test is a 
requirement in correlation and linear regression analysis. The purpose is to check 
whether there is a linear relationship between the free variable and the dependent 
variable.

A parametric statistical procedure was used to identify the relationship between 
normally distributed variables. The Pearson product-moment correlation coefficient 
and Spearman correlation coefficient were used to understand the nature and the 
relationship between the dimensions of the independent variables and the dependent 
variable.
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2.8 RESULTS AND DISCUSSION

2.8.1  relationShiP betWeen involvement Balance  
and joB SatiSfaction

The Pearson product-moment correlation coefficient was applied to measure the rela-
tionship between involvement balance and employee job satisfaction. Involvement 
balance (M  =  2.97, Std. D  =  0.63) was found to be significantly correlated with 
employee job satisfaction of receptionists (M = 3.58, Std. D = 0.57).

There was a moderate positive correlation between the two variables: r = 0.397, 
n = 99, p = 0.000. H1B was accepted. In other words, there is a moderate positive cor-
relation between involvement balance and job satisfaction. That moderate correlation 
is statistically significant, as the significance value is less than 0.01.

2.8.2  relationShiP betWeen SatiSfaction Balance  
and joB SatiSfaction

The Pearson product-moment correlation coefficient was generated to identify the 
relationship between satisfaction balance and job satisfaction of all respondents. 
Satisfaction balance of employees (M = 3.18, Std. D = 0.56) was found to be posi-
tively correlated with job satisfaction (M = 3.58, Std. D = 0.57). There was a mod-
erate positive correlation between the two variables: r = 0.479, n = 99, p = 0.000. 
H1C was accepted. In other words, there is a moderate positive correlation between 
satisfaction balance and job satisfaction. That moderate correlation is statistically 
significant, as the significance value is less than 0.01.

2.8.3 relationShiP betWeen time Balance and joB SatiSfaction

Hypothesis 1 (H1A): There is a relationship between time balance and total time 
devoted to work and family roles in predicting employee job satisfaction.

TABLE 2.2
Correlation between Involvement Balance and Job Satisfaction
Correlations JSMean Involvement Mean

JSMean Pearson Correlation 1 .397**

Sig. (two-tailed) .000

N 99 99

Involvement Mean Pearson Correlation .397** 1

Sig. (two-tailed) .000

N 99 99

** Correlation is significant at the 0.01 level (two-tailed).
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Based on the linearity test executed earlier, the Spearman correlation coefficient 
was performed to identify the relationship between time balance and employee job 
satisfaction. Time balance (M = 2.85, Std. D = 0.57) was found to be significantly 
correlated with employee job satisfaction of receptionists (M = 3.58, Std. D = 0.57). 

TABLE 2.3
Correlation between Satisfaction Balance and Job Satisfaction
Correlations JSMean Satisfaction Mean

JSMean Pearson Correlation 1 .479**

Sig. (two-tailed) .000

N 99 99

Satisfaction Mean Pearson Correlation .479** 1

Sig. (two-tailed) .000

N 99 99

** Correlation is significant at the 0.01 level (two-tailed).

TABLE 2.4
Correlation between Time Balance and Job Satisfaction
Correlations JSMean Time Mean

Spearman’s rho JSMean Correlation 
Coefficient

1.000 .467**

Sig. (two-tailed) .000

N 99 99

Satisfaction Mean Pearson Correlation .467** 1.000

Sig. (two-tailed) .000

N 99 99

** Correlation is significant at the 0.01 level (two-tailed).

TABLE 2.5
Correlation between All Respondents’ Job Satisfaction and Selected Variables
Hypothesis Relationship Correlation M SD N Sig

H1A with involvement balance 0.397 2.97 0.63 99 0.000*

H1B with satisfaction balance 0.479 3.18 0.56 99 0.000*

H1C with time balance 0.467 2.85 0.57 99 0.000*

* Correlation is significant at the 0.01 level.
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There was a moderate positive correlation between the two variables: r  =  0.467, 
n = 99, p = 0.000. H1C was accepted. In other words, there is a moderate positive cor-
relation between satisfaction balance and job satisfaction. That moderate correlation 
is statistically significant, as the significance value is less than 0.01.

2.9 CONCLUSION

There is a positive relationship between involvement balance, satisfaction bal-
ance, and time balance and employee job satisfaction. Thus, as expected, all three 
variables had positive relationships with job satisfaction, and it was evident that 
there is a work–life balance problem among receptionists and concierges in all 
five-star hotels in the Colombo district. Consequently, the three hypotheses were 
accepted, proving that “there is a moderate relationship between involvement bal-
ance and job satisfaction”, “there is a moderate relationship between satisfaction 
balance and job satisfaction”, and “there is a moderate relationship between time 
balance and job satisfaction”. Thus, in conclusion, the statistical analysis of the 
study proved that all three hypotheses were accepted. In concluding the present 
study, a number of recommendations are presented to help enhance employee 
work–life balance and thereby increase employee job satisfaction for better guest 
service.

2.10 RECOMMENDATIONS

According to data, most of the employees are struggling and unhappy with their 
current working schedules. The majority of the employees are not happy with the 
working shifts. They also emphasized that they have very limited time to spend with 
their family members because of the tied working shifts and schedules. Thus, the 
researcher suggests that hotel management should reconsider their current schedul-
ing arrangements. Currently, the human resources departments in all selected hotels 
have recognized that work–life balance is one of most affected areas in the opera-
tional process and that their working shifts and schedules make the situation worse. 
Hence, a special programme, “job sharing”, has been introduced in some hotels, by 
which employees are able to change their shifts in a flexible manner by discussing it 
with other staff members. However, the researcher came to find that this particular 
programme is not functioning well at all hotels and that some managers are not will-
ing to execute the job-sharing concept within their hotels. Therefore, the researcher 
suggests that it is important to establish a job-sharing system at all the hotels and to 
allow employees to enjoy the benefits of such a programme.

Moreover, except those who have joined the organization as management train-
ees, employees at most of the hotels specialize in one department, and some will 
perform the same job role during their entire career. Oftentimes they lack good 
knowledge of other job roles in the department. Hence, they perform the same task 
again and again during the workday, and by the end of the day they are full of stress, 
which can ultimately lead to career disappointment as well. Thus, the researcher 
suggests that management train employees on all the functions of each department 
and develop a programme to rotate them among different units of the department 
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after a particular time period. For example, receptionists must be given the chance 
to work in concierge, bell service, mail, and information and also as cashiers and 
night auditors. The workload is a little bit different from one job role to another in 
the department, and they will be able to experience high-pressure work shifts as 
well as some flexible working schedules under different job roles. At the same time, 
some hotels have introduced a programme called “work at home”, where employ-
ees are allowed to do their work at home without coming to the hotel when they 
are facing an urgent situation. However, this programme could be enjoyed by only 
few departments because all the hotel functions cannot be completed from home. 
Especially because front office responsibilities cannot be performed from home, if 
the employees can be rotated among other departments, such as rotating the front 
office with the back office, all the employees will be able to enjoy such an arrange-
ment. Such an arrangement could positively impact work and family roles and, in 
doing so, increase employee satisfaction, especially for employees who have stated 
that they are worried as to whether they should work less and spend more time with 
their children.

A front office is a group of employees that work together as a team to coordinate 
service for guests. In hotels or resorts, a concierge assists guests by performing vari-
ous tasks such as making restaurant reservations, booking hotels, arranging for spa 
services, recommending night life hotspots, booking transportation (like taxi, limou-
sines, airplanes, boats, etc.), coordinating porter service (luggage assistance request), 
procuring tickets to special events, and assisting with various travel arrangements 
and tours of local attractions. Concierges also assist with sending and receiving par-
cels. Thus, they are set to play an integral role in the hotel 24 hours a day. But in 
some hotels, only three to five people are employed in concierge, and every day they 
have to rush to complete their duties. Because the guest capacity in a five-star hotel is 
much higher, concierge employees complain that three people in concierge is not suf-
ficient to perform these job duties. While collecting the data, the researcher learned 
that, apart from their regular duties, managers frequently ask them to perform duties 
that are not under their job role, and thus at the end of the day they are physically and 
emotionally drained. The data set actually proved their point because it was identi-
fied that concierge employees have more problems balancing their work and family 
roles than do receptionists. As a solution, hotels can reassign the roles played by the 
concierges only for their required job role. Concierges deployed for other services 
can be replaced with other contract employees. This will improve their involvement 
as well as satisfaction balance by reducing stress at the office.

For the questions regarding the family, the majority of the married employees 
were unhappy with the amount of family time they had and unhappy about tak-
ing care of their children and think that their job makes it difficult to be the kind 
of spouse or parent that they would like to be. Aligning with these outcomes, the 
researcher assumes that many of the employees’ families do not have a good aware-
ness or understanding about the role of an employee in the hotel industry, especially 
in a five-star hotel. Thus, the researcher suggests that management involve employ-
ees’ family members in different activities such as get togethers, parties, dinners, or 
trips to make employees’ spouses aware about the daily routine work roles and how 
important it is to for the employees to be available for guests at night. Thereby, the 
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families could give their support to make their husband’s or wife’s job successful by 
understanding the working conditions and reducing family conflicts. Management 
should also develop facilities for families who have infants, because some employees 
stated that they are not comfortable with the arrangements for their children and that 
it involves lot of effort to make arrangements for their children. These employees 
are not able to set their mind at ease while at work and thus are not able to give their 
maximum output towards the organization. Establishing daycare facilities, espe-
cially for breastfeeding mothers, will foster loyalty of employees and their family 
members towards the organization and improve work–life balance.
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3 The Evolution of 
Digital Platforms

Aneesh Zutshi, Tahereh Nodehi,  
Antonio Grilo, and Belma Rizvanović

3.1 INDUSTRIES DISRUPTED BY PLATFORMS

Most large businesses of the 20th century were built around provisioning of products 
and services to their clients (Alstyne, Van Parker, & Choudary, 2016). Multinational 
firms focused their attention on the innovation of better or more economic prod-
ucts, services, or commodities and reaching economies of scale. With the advent 
of the Internet and its ubiquitous usage throughout 1990s, early experiments for a 
completely new form of business model started to be explored (Still et  al., 2017; 
Carter, Vonno, & Singh, 2017; Wang & Yin, 2017). In 1994, eBay was founded by the 
French-born Iranian-American computer programmer Pierre Omidyar as a personal 
hobby for art and antique collectors to buy and sell products online (Joint Research 
Centre Technical Reports, 2019). Around the same time Amazon was founded as 
an online bookstore that allowed other booksellers to sell through their site. What 
started as modest experiments redefined the way traditional businesses work. Both 
Amazon and eBay did not produce any product, did not buy inventory, and did not 
brand the products that they sold (Constantiou, Marton, & Tuunainen, 2017). They 
were merely platforms that connected buyers and sellers, and facilitated the interac-
tion between them. They mimicked a form of brokerage service, but through the use 
of web technology, at a scale without any human intervention. Despite the burst of 
the dot com bubble in 2002, these companies continued to grow into multibillion-
dollar enterprises and are thriving even today after more than two decades (Luca, 
2017). Since then the platform business model has seen numerous variations and use 
cases and has managed to disrupt industry after industry (John Elliott & Tanguturi, 
2018). As an example, Booking.com, founded in 1996 in the Netherlands, allows 
hotels around the world to sell rooms online. Before the popularity of online hotel 
booking sites, travellers had little information about the quality of experience to 
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expect, especially when visiting unfamiliar cities (Gyódi, 2017). The famous names 
in the hotel industry leveraged on this to build international brands, such as the 
Hilton for premium customers or the Ibis for budget travellers. The introduction of 
the platform business in the hotel industry led to abundant choice for consumers 
and the possibility for smaller hotels to provide their offers to travellers globally. 
Customers could not only see pictures of their hotels before booking, but could also 
read reviews and ratings from other clients before making their choice. Quality ser-
vice could be valued and valorized in ways that was not possible before. Booking.
com disrupted the business of traditional travel agencies while helping both travel-
lers as well as hotel owners.

More than a decade later came another major disruption in the accommodation and 
travel industry, with the emergence of Airbnb.com in 2008 (Gyódi, 2017). It enabled 
homeowners to rent rooms, apartments, or houses for short-term stays, thus compet-
ing with the hotel industry. This unlocked rental spaces in cities, often significantly, 
contributing to the growth of the tourism industry in many cities. It has also led to 
increases in rental and real estate prices and has affected the construction industry.

Similar disruptive trends have been seen in multiple industries, where startups 
with platform business models have disrupted significant sectors of the economy and 
brought about shifts in user behaviour (Parker, Alstyne, & Choudary, 2016). The emer-
gence of social media is a prime example of a platform where social interaction and 
content is generated by the user, while platforms like Facebook and Instagram provide 
a user-friendly interface for social communication while monetizing on the ad revenue.

Platform businesses have evolved utilizing advances in digital technologies, such 
as the advent of smartphones and mobile devices (Parker, Alstyne, & Jiang, 2017). 
Both, iOS and Android, the two major smartphone OS (owned by Apple and Google 
respectively), utilize a platform model where third-party developers are able to cre-
ate mobile apps that can be sold through the app stores and Apple or Google receive 
a share of revenue of every application sold.

With the advent of new location-based services, GPS, and mobile devices, start-
ups like Uber and Taxify have become multibillion-dollar enterprises and have dis-
rupted the entire taxi industry worldwide. Similarly, Waze, an Israeli startup, now 
owned by Google, uses user location-based data to provide a free GPS service that is 
enhanced through user-provided data on real-time traffic conditions and disruptions.

Figure 3.1 provides a set of examples of digital platforms across multiple industry 
segments. These include travel, agriculture, media, gaming, and education, amongst 
others. As new technologies continue to emerge, newer platform models continue to 
evolve, leading to newer forms of disruption and newer business opportunities. The 
integration of the internet of things (IoT), Big Data, biometrics, augmented and vir-
tual realities, and 3D printing is opening vistas for newer forms of platform models.

Digital platforms are transforming market competition in all industries around 
the world, and platform-based companies are gaining market share rapidly. Many 
traditional companies and financial institutions are trying to embrace the platform 
model in order to stay ahead of the game (Pollari, 2018). For instance, Germany’s 
Fidor Bank, recently acquired by French banking group BPCE, solicits the participa-
tion of community users and partners to enable both traditional lending and lending 
via peer-to-peer capabilities (Morvan, Hintermann, & Vazirani, 2016).
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With the emergence of digital platforms, a new form of gig economy has emerged 
where talent is able to provide services remotely on platforms like Upwork or 
Freelancer. New economic models are emerging around these forms of remote work-
ing, which is being used as an alternative form of employment by digital nomads and 
digital workers.

3.2 CHARACTERIZATION OF A DIGITAL PLATFORM

A digital platform allows for the interaction and exchange of information, product, 
or finance amongst its users, in order to provide value to its users. Platforms that 
have only one type of user interacting with each other are known as single-sided 
platforms; examples include Facebook and YouTube. However, a large number 
of platforms connect two types of users, such as buyers and sellers in the case of 
e- marketplaces, or producers and consumers in the case of electricity marketplaces.

One of the defining characteristics of digital platforms is the existence of network 
effects (Economides & Tåg, 2012; Alstyne & Parker, 2017). The larger the number of 
producers in the platform, the more attractive the platform becomes for consumers, 

FIGURE 3.1 Examples of digital platforms across industries.
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whereas the larger the number of consumers, the more attractive the platform is for 
producers (Farrell & Klemperer, 2007). Thus, as a successful platform gains a criti-
cal mass, the network effects drive more and more users to the platform, making it 
grow exponentially (Ismail et al., 2014). This is one of the key reasons for several 
businesses to explore the platform business model because of the tremendous oppor-
tunities in reaching economies of scale (Currier, 2018).

In Figure 3.2 we present a conceptual representation of a digital platform archi-
tecture. On one hand, we have producers of products, services, or finance which 
include manufacturers, service providers, sellers, or data providers. On the other 
hand, we have consumers that could either be free users or paying consumers (pro-
sumers) who play an active role in the creation of the content/product that they con-
sume. In a single-sided platform, the same user at different times can play the role of 
a producer as well as that of a user, for example, such as on YouTube or Facebook.

Digital platforms are getting more sophisticated as they integrate newer business 
models and interface with newer forms of technologies. A typical digital platform 
architecture includes the following components:

 1. Communication layer: This involves the various interfaces and process 
workflows as producers and consumers engage with the platform. For 
instance, the users of Waze GPS are usually drivers who are providing 
inputs while driving. Thus, the interface must be minimalistic in ways such 
that the driver can provide inputs with minimum distraction. A carefully 
designed communication layer is vital for ensuring quick adoption. This 
layer includes the design of a user-centric user experience.

 2. Integration layer: Digital platforms today do not function as standalone 
pieces of software. They interface with various other units such as data 
processing units, external analytical systems, data sources, and advertise-
ment servers. This involves integration with external APIs and providing 

FIGURE 3.2 Conceptual representation of a digital platform.
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inputs to other external service providers. For example, travel websites use 
APIs to integrate with flight booking databases such as Amadeus. These 
integrations are vital for the smooth functioning of a platform and seamless 
integration with external sources. At the design stage, it is vital to carefully 
define the type of integration required depending in the platform use cases.

 3. Business layer: This layer is where the business models are defined. 
Monetizing a digital platform is a careful balancing act. Many platforms 
aim to grow exponentially, making full use of the network effects that they 
leverage to stay ahead of the competition. If the startups are well funded, 
immediate revenue maximization may not be as important as maximum 
growth in users. Thus, the business objectives must be carefully determined 
before a business model is defined. The next question of critical importance 
is whom to charge. Many platforms scale so fast that advertising revenue 
is sufficient for long-term sustainability. However, this is not the case with 
many mid-sized platforms. Key decisions may include whether to charge 
on a per transaction basis or a subscription basis. If a freemium model is 
proposed, the definition of the free component is a key issue that needs to 
be addressed by the business layer.

 4. Development layer: Many platforms allow for third parties to develop 
applications, products, or services. These developer tools are vital com-
ponents of platforms. For platforms like Facebook, Android, and iOS, the 
developer layer is fundamental for the growth of the applications and hence 
the value of the platform.

 5. Data layer: This layer involves multitiered data discovery environments 
with applied intelligence to extract business value and meaning. The data 
services should also include advanced analytics, visualization, and AI/
machine learning to allow data scientists to create new algorithms and 
models to deliver entirely new insights.

 6. IT layer: This layer defines the architecture for storage of data, database 
design, and integration with cloud infrastructure. The advent of the block-
chain technology can be an essential interface for secure data storage and 
validation, as well as secure financial transactions for platforms of the 
future. This layer forms the physical or virtual interface with the commu-
nication or integration layers which can include the input and output with 
other interfaces and newer technologies such as biometric-based identifica-
tion devices, IoT data or output interfaces such as augmented or virtual 
reality.

3.3  KEY STRATEGIES FOR IMPLEMENTING 
A PLATFORM BUSINESS MODEL

Based on the huge success of several platform-based businesses, numerous startups 
as well as several large businesses have tried to rush into developing a platform-
based business model. Around 15% of Fortune 100 companies have already built 
some sort of platform-based business model (Morvan et  al., 2016). However, the 
very network effects that benefit large established platforms make the market entry 
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of newer platforms even more difficult. Businesses must evaluate whether a platform 
model is feasible for their business. It is not always prudent to rush into being a 
platform operator, especially in a crowded space. Plenty of businesses are finding 
success in becoming a digital partner to other platforms, such as app developers, 
complementors, or affiliate providers, and reaping rewards from the platform econ-
omy without actually being platform owners. Producers and suppliers can leverage 
the power of not one but multiple platforms simultaneously to sell their products or 
services to newer business or end user customers.

The following are some of the key success strategies for new platform initiators, 
based on the literature reviewed:

 1. Focus on attaining critical mass: Success in a platform business is a ques-
tion of attaining economies of scale. Hence, the focus must be on rapid 
customer adoption and increase in daily users rather than on revenue gener-
ation. Platform businesses need deep pockets to run, and usage costs often 
act as barriers to reaching critical mass.

 2. Help producers/sellers provide value to buyers: Although in a platform 
business the actual transaction or exchange is done by buyers and sellers, it 
is vital for the platform to actively support the sellers to provide a greater 
value to buyers. For example, Amazon does this by handling logistics and 
warehousing for sellers through the Amazon Fulfilled service, thus provid-
ing the buyers with a much improved and lower-cost logistics solution, thus 
facilitating the buying process.

 3. Personalized services: Tools such as Big Data, artificial intelligence, and 
data analytics can provide a wealth of information about individual users 
that can offer a personalized experience to users. The ability to understand 
customer intent and translate that into meaningful outcomes can be a big 
advantage for the platform. Recommendation systems and automated work-
flows play an integral part in creating this user experience.

 4. Engagement through dynamic pricing: Pricing strategies can differenti-
ate platforms by presenting opportunities for greater flexibility and reward. 
A freemium approach means users have easy, generally free, access to a 
platform before deciding whether they want to be buyers. Alternatively, 
pay-as-you-go pricing can be combined with fixed subscription fees. Surge 
pricing is increasingly used to manage peak demand, in contrast with dis-
count pricing in periods of low demand. For example, Airbnb has rolled out 
a smart pricing system for all hosts on its platform that adjusts room prices 
based on changes in demand in real time. Uber uses surge pricing to attract 
new drivers when there is a shortage.

 5. Developing trust: Trust is at the heart of a building a vibrant platform. 
This has several components. The primary element is a secure authentica-
tion of users. User authentication can ensure that users that do not respect 
community rules or behave offensively can be blocked. Cyber security and 
prevention of the platform from being prone to hacking or malicious attacks 
is another key aspect. The third aspect is fraud prevention and compensa-
tion. Both Amazon and eBay compensate the buyers in case the product is 
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not delivered or is not as per seller description. With the advent of financial-
based platforms and crypto currencies, security and trust issues assume 
even greater relevance.

3.4  BARRIERS TO THE ADOPTION OF  
A DIGITAL PLATFORM

Although digital platforms have disrupted numerous industries, their disruption 
potential varies across industries.

Figure 3.3 identifies the key characteristics for industry sectors with a high dis-
ruptive potential:

 1. High information intensity: Because platforms allow for seamless 
exchange of information, thereby optimizing competition, it is highly rel-
evant in all industries which are rich in information density.

 2. High gatekeeper costs: Platforms open up sectors where a gatekeeper limits 
the supply of products. This is especially true if either the gatekeeper costs 
are too high or the gatekeeper is inefficient. In case of traditional taxis, the 
municipalities limited the number of licenses, creating an artificial scarcity. 
Amazon Kindle removed the publisher-selection procedure, thus allowing 
anyone to publish, and customer reviews and ratings to decide on the quality. 
Today, the academic publishing industry is at a crossroads where the peer-
review process has become slow and inefficient, and thus a potential exists 
for a platform-based business model that can ensure fair-quality metrics.

 3. High fragmentation: Industries with a large number of small fragmented 
players are ideal use cases for platform-based business models. The real 

FIGURE 3.3 Platform disruption potential.

Source: Adapted from Parker et al. (2016).
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estate sector is one such example where a large number of small players 
are involved in the sale and rent of homes. This was one of the sectors 
to be first disrupted with the emergence of real estate platforms like Olx, 
and platforms like Uniplaces catering to niche segments like students. Real 
estate deals do require a physical support in activities such as negotiation 
and preparation of contracts. Hence, real estate dealers like Remax are still 
relevant and operate globally through franchise models, but have developed 
their own digital platforms to manage buyers and sellers with an additional 
physical interface.

   One of the reasons for the low disruption potentials of digital platform in 
the e-governance space is because, unlike other sectors, here the services 
are provided by a single public institution or very few regulated organiza-
tions. Also, the sector is heavily influenced by regulations, which makes 
introduction of new platform businesses difficult. As more and more sec-
tors of the government become deregulated or decentralized, new forms 
of platform innovation can come to fill this gap. Public healthcare is one 
such space where some governments are allowing patients more choice in 
terms of selection of healthcare services and claim reimbursements through 
voucher (Itala & Tohonen, 2017). The moment such reforms are initiated, 
digital platforms assume relevance.

 4. High information asymmetry: Sectors where information is highly con-
centrated or not easily available are prime sectors for disruption. By con-
necting to service providers in real time, information related to service 
availability can mean quick capitalization on business potential. Uber 
relays information related to vacant drivers, connecting them with available 
customers in real time, thus bridging the information gap.

 5. High freedom from regulation: Highly regulated industries are often 
accompanied by significant barriers to market entry, thus making platforms 
more difficult to operate. An example is online pharmacies, which cannot 
sell prescription drugs online without doctor’s prescriptions. This makes 
online pharmacies a difficult business to be in. Finance, health, and energy 
sectors are industries with significant regulations compared to other indus-
tries, which explains why platforms have not disrupted these industries in 
the scale and speed with which disruptive innovation was seen in the enter-
tainment and tourism industries.

 6. Low failure costs: Industries such as health care, where failures can mean 
life or death, do not leave much scope for experimentation. Thus, clients are 
less prone to try other options even if they are available at lower costs. The 
same is true for large B2B contracts in sectors such as energy, where down-
time and failures can be costly and companies are careful before changing 
business partners.

 7. Low asset intensity: Asset-intensive industries have bigger risks and big-
ger vendor lock in, and hence have a less dynamic business environment. 
Implementation of platforms where business relationships are dynamic and 
temporary is easier. This is not the case in large infrastructure projects or 
the healthcare industry.
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In one form or another, digital platforms are creeping into almost every industry seg-
ment, from logistics to health care to energy. The future of business is built around 
more choice, more dynamism, and more transparency, something that platforms 
promise. Even sectors where there exist certain barriers, as detailed in this section, 
regulation reforms, forms of interoperability, and transparency are creating condi-
tions for newer forms of digital platforms to evolve.

3.5 THE FUTURE OF DIGITAL PLATFORMS

Platform-based business models have significantly improved user experience, choice, 
competition, and have innovated business models that create new jobs, new develop-
ment ecosystems, and efficient business processes. The fact that the app ecosystems 
have led to hundreds of thousands of startups around the world is a testimony to the 
economic potentials of platforms as engines of economic growth.

There are also some concerns with the rise of digital platforms, which in effect are 
becoming large monopolies dictating economic rules of engagement. For instance, 
with the rise of Uber, municipalities no longer act as gatekeepers, deciding on taxi 
fares. This power now rests with Uber, which is often criticized for certain business 
practices such as excessive surge pricing or taking as high as 25% of the taxi fare as 
a commission. With great powers comes greater responsibility. As large platforms 
assume social functions, they still remain private companies with a large venture-
backed private investment whose ultimate purpose is eventual profit maximization. 
Practices such as manipulation of consumers and markets, not maintaining strict 
privacy of user data, and predatory or unfair pricing are issues that have emerged 
from time to time.

As platforms grow in scale and influence, they could benefit from governance 
reforms where all stakeholders have a say in policy decisions and building fair plat-
form regulations. Some experience from Open Source communities and decentral-
ized ecosystems such as those being experimented over blockchain technology could 
be precursors to a new form of platform governance that could bring fairness and 
decentralized democracy as a form of sustainable platform growth. The platforms 
of the future could also explore forms of decentralized ownership that would make 
platform sustainability more important than mere profit motive.
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4 Impact of Exchange 
Rate Movements 
and World Output 
on Indian Exports

Anisul M. Islam and Sudhir Rana

4.1 INTRODUCTION

In relatively open economies such as India, foreign exchange rate policies and trends 
in the world economy are among the major influences in determining a nation’s 
trade and macroeconomic performance. It perhaps stands true for the fact that they 
affect the investment and other economic decisions of the world. Regardless of the 
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geographical boundaries between nations, the movement of goods and services, 
labor, capital, and technology throughout the world affects the economies of differ-
ent countries. However, inter-country and inter-regional trade transactions normally 
require conversion of a currency with another currency (Genc and Artar, 2014) as 
reflected in the exchange rate. It is to be noted that governments in many countries 
tend to manage foreign exchange policies to influence different economic variables 
in order to generate favorable economic outcomes, such as in increasing exports, 
foreign investment, and economic growth and reducing trade deficits.

In order to maintain competitiveness, an exporter has to maintain its prices in 
accordance with the prices prevailing in the international market. As a result, while 
exchanging their revenues with an appreciating domestic currency, an exporter may 
suffer a decline in exports along with revenue losses as lesser amounts of domestic 
currency would be received by them in exchange for the export earnings denomi-
nated in the foreign currency. On the contrary, a depreciating currency is likely to 
have a positive impact on export sectors by promoting exports and thereby improve 
the trade balance (Abeysinghe and Yeok, 1998).

Given the importance of exchange rate movements on the economic performance 
of any nation, the purpose of this chapter is to investigate the long-run relationship 
between the trade-weighted real effective rate exchange (REER) and aggregate exports 
for India after controlling for changes in world income. The current chapter is amongst 
only a few studies that have endeavored towards an understanding of the long-run rela-
tionship between the REER and aggregate exports for India. Additionally, it is a chance 
for the authors to apply theoretical knowledge to a practical situation by utilizing the 
maximum likelihood–based multivariate co-integration analysis as described later. 
Further, diagnostic tests were done to ensure that the results are stable and reliable.

The plan of the chapter is as follows: The next section discusses some background 
information followed by a brief literature review. Next, the model is presented fol-
lowed by the empirical methodology used in the chapter along with data and vari-
ables. Then empirical results are presented followed by concluding remarks.

4.2 BACKGROUND

Due to the emerging role of high technology in exports, increasing global customer 
supplier relationships and an increasing role of multinational corporation’s network 
over the past several decades (Rana and Sharma, 2015), emerging global markets 
have gradually become methodologically important trading hubs as these countries 
have witnessed not just a rapid expansion in international trade but also a growing 
prominence in the global trade canvas. However, there are some recurrent concerns 
pertaining to the impact of exchange rate movements on trade and on a country’s 
trade activities. For instance, the collapse of the Bretton Woods system in the early 
1970s triggered a heavy wave of debates on whether exchange rate variability is a 
deterrent to global trade. Discussions on exchange rate effects on trade were rekin-
dled after the 1997 Asian financial crisis and more recently the 2008 global financial 
crisis, as the latter had a heavy impact on global trade.

To look at the bigger picture, one must begin looking from the bottom of the pyra-
mid such that the overall trade activity of a country is the result of the aggregated 

Prop
ert

y o
f C

RC Pres
s



53Exchange Rate Movements and World Output on Indian Eports

trade outcome arising out of decisions made by many individual firms at the micro 
level. Hence, in order to understand the effects of exchange rate changes on trade or 
trade balance, it is critical to analyze how the exchange rate and its movements affect 
the decisions of a wide range of individual firms. Such an analysis provides insights 
into heterogeneous responses across firms towards exchange rate movements and the 
related policy implications of the central bank’s effort in managing and stabilizing 
foreign exchange variations.

In the Indian context, the Indian economy is an interesting case study to explore 
the issue of the impact of exchange rate fluctuations on exports. India, among 
many other economies, stood as one of the least open economies of the world dur-
ing the 1960s and 1970s. Indeed, before the 1990s, India’s exchange rate was more 
or less fixed. The year 1991 marked the beginning of an extensive regime shift. 
India launched its policy reform agenda and implemented a host of liberalization 
reforms, primarily targeting the foreign exchange market and its tradable sectors. 
By 1992–93, India shifted to a more market-oriented exchange rate system through 
devaluations and deregulations. Since then the exchange rate has mostly been under 
a managed floating regime with the Reserve Bank of India (RBI) intervening from 
time to time to stabilize the nominal exchange rate.

The goal of the policy makers, including the RBI, had been to keep the REER 
stable, but the REER in India in recent years has been appreciating slowly. Some 
anecdotal evidence suggests that until 1993–94 the relationship between REER and 
total exports had been exactly what the textbook prescribes—that is, exchange rate 
appreciation having a negative effect on exports—but in some periods, the relation-
ship seems to have been reversed. In the conventional trade literature, exchange rate 
appreciation of the home currency tends to cause losses to the exporting sectors by 
degrading the competitiveness of the concerned industries in an international mar-
ket. This is because when appreciation occurs it becomes costlier for foreign buyers 
to purchase the products from India as the foreign price of the domestic product 
becomes costlier with the appreciation of the domestic currency. The opposite is 
expected to happen when the home currency depreciates.

4.3 BRIEF REVIEW OF LITERATURE

In the realm of many multinational’s competing globally, Indian economy and firms 
have emerged to have become more international than ever before (Rana, Saikia and 
Barai, 2018). Against the background just described, it would be interesting to study 
how the movements in the exchange rate have affected Indian firms’ exporting deci-
sions and to investigate whether the data show any indication of a weakening of the 
link between REER and exports for India. The trade effect of exchange rate move-
ments has been an intensely debated issue since the breakdown of the Bretton-Woods 
system. There exists a large body of literature on examining the impact of exchange 
rate depreciation (or appreciation) on trade flows. These studies were conducted for 
different countries with different methodologies and data periods, and hence, not 
surprisingly, have different results. As such, existing empirical studies do not offer 
any firm conclusion on the effect of exchange rate on international trade and other 
flows (Côté, 1994; Cheung, 2005). Some studies provide results indicating a negative 
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impact of currency appreciation on exports, whereas others provide the opposite 
(positive) impacts. For example, Cushman (1986, 1988), Akhtar and Hilton (1984), 
Kenen and Rodrik (1986), Thursby and Thursby (1987), Brada and Mendez (1988) 
Bahmani-Oskooee (1996), and Hongwei and Zhu (2001) found a negative impact 
of an appreciating exchange rate on trade, whereas Hooper and Kohlhagen (1978), 
Gotur (1985), Baily et  al. (1986, 1987), Koray and Lastrapes (1989), McKenzie 
(1998), and Lee (1999) found no significant influence.

On the one hand, Veeramani (2008) found a positive relationship in that the Indian 
exports grew rapidly since 2000 despite the exchange rate appreciation. He neverthe-
less cautioned that this need not imply that the latter had no adverse impact on the 
former; that is, that the actual growth of exports could have been larger had the REER 
not appreciated. Ghosh (1990) has looked at the role of real exchange rates and relevant 
price elasticity of supply and demand factors and found a negative effect for the years 
1973–74 to 1986–87, though not significant statistically. Additionally, a second model 
by the same author with a slightly varied specification resulted in a positive associa-
tion between real exchange rate and export growth, although it too was statistically 
insignificant. Overall, the study concludes that the real exchange rate has played a 
marginal role in explaining the growth of exports. The study also suggests many non-
price factors such as demand and supply variables which can help determine export 
performance. In his work, Nayyar (1976, 1988) too emphasized upon the importance 
of factors other than exchange rate such as world demand in the determining exports. 
On the contrary, Wadhva (1988), Virmani (1991), Krishnamurthy and Pandit (1995) 
found empirical evidence on the significant role of price on the export performance.

Following a non-structured but comprehensive model of India’s exports during 
1963–94, Srinivasan (1998) focused on negative elasticity of export performance with 
regard to the real exchange rate. This finding was also consistent with that of Joshi 
and Little (1994). Another study by Sinha and Roy (2007) indicated that India’s export 
performance during the post-reform period was often led (caused) by the movements 
in the exchange rates. Additionally, they found that demand factors played a major 
role in explaining India’s disaggregateed export performance during 1960–99.

In a different study, Dholakia and Saradhi (2000) found that export quantities 
respond to exchange rate depreciation. They reported that the export function has 
become more elastic after the reform periods. Mallik (2005) presented an overview 
of growth performance of India’s exports since 1950–51, highlighting the perfor-
mance of the post-1990 period. He focused on a number of non-policy factors such 
as deceleration in output growth and sluggish global demand. He reported that the 
Asian crisis and various restrictive trade practices adopted by the industrialized 
countries were responsible for the sluggish export performance of 1990s. He points 
out that Indian exports are still primarily supply-side driven, although demand-side 
factors like relative prices (including exchange rate movements) and world income 
are becoming increasingly important. He also argued that the strategic trade policy 
has a role in providing the enabling conditions for the export expansion.

Gervais, Schembri, and Suchanek (2016) examined the role of real exchange rate 
adjustment towards achieving a sustainable current account position. Raissi and Tulin 
(2018) conducted an empirical study on estimating the short-term and long-run price 
and income elasticity of Indian exports. Aydýn, Cýplac, and Yücel (2004) argued 
for the fact that real exchange rates play a significant role in determining imports 
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and trade deficits but not exports. Sahinbeyoglu and Ulasan (1999) argued that the 
traditional export equations are insufficient in forecasting and that variables such as 
uncertainty indicators and investment have crucial roles in explaining exports.

Further, an inward-looking policy with a lack of strong domestic competition and 
the existence of high domestic demand results in a decrease in exports (Bhagwati 
and Srinivasan, 1975; Wolf, 1978). Some other studies have focused on the link 
between the exchange rate and exports via direct or indirect channels based on the 
fact that some exports rely on the intensity of imports, such as imported raw materi-
als and other imported intermediate inputs. In such a situation, exports of commodi-
ties may depend upon the volume of imports as well as import prices, as import costs 
directly affect the export prices. Some empirical studies have found strong empirical 
evidence on the role of import prices on the export performance (Wadhva, 1988; 
Virmani, 1991; Krishnamurthy and Pandit, 1995). Further, a few studies, includ-
ing Veeramani (2008) and Srinivasan and Wallack (2003) in the Indian context, 
have looked into the impact of exchange rate changes on overall exports. In a more 
recent study, Islam (2018) found strong comparative advantage of India's trade with 
Bangladesh resulting in a large trade surplus for India.

At a micro level, Rajaraman (1991) conducted an econometric exercise by study-
ing the impact of movements in the real external value of the Indian rupee vis-à-vis 
currencies of competing exporters upon Indian exports of cut diamonds, carpets, and 
hand/machine tools during the period 1974–87. The study provides strong evidence 
that the exchange rate plays a significant role in explaining exports of those products.

4.4  MODELING AN EXPORT DEMAND  
FUNCTION FOR INDIA

Based on the literature review and given the necessity of reasonably long time-series 
data for co-integration analysis, this study focused on two critical explanatory factors 
in explaining Indian export performance. One such variable is the externally focused 
foreign market access factors (Redding and Venables, 2004) as captured by world 
real income. Another critical variable in the model that may reflect both internal and 
external factors is the real effective exchange rate (REER) variable. Although some 
may consider the REER variable as representing an external factor, it may also rep-
resent some internal factors such as domestic prices vis-à-vis foreign prices and the 
trade weights of India with its trading partners. In fact, this complex variable captures 
the relative competitiveness of home exports vis-à-vis India’s foreign competitors.

As such, the global demand for aggregate Indian real exports (XR) is specified in 
this chapter on these two variables as shown by equation 4.1 below:

XR = REER, GDPRWf ( )   (4.1)

Note that although some other variables might be relevant for an export function, 
such as domestic production costs, infrastructure constraints, and institutional and 
policy factors, long time-series data for these variables are generally not available 
for India. As such, in this simple model, the number of variables is kept at a minimal 
level based on data availability for a long period in order to maximize the number of 
observations needed for a meaningful long-run co-integration analysis.
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Using a log-linear functional form and using t as the time subscript t (t = 1, 2,. . ., 
t) and adding a random error term μ, a as an intercept term, β as the exponent of 
REER, and δ as the exponent of GDPRW, equation 4.1 can be rewritten to obtain 
equation 4.2 as:

XRt =  REER GDPRW et t
tα µβ δ   (4.2)

Taking logarithms on both sides and using L as prefix in front of the variable 
name to indicate the natural log transformation of the variables, the export function 
takes the following form:

LXR  LREER  LGDPRWt t t t= + + +α µβ δ   (4.3)

The a priori sign expectations of the coefficients are as follows:

α > >?;  < β δ0 0;   (4.4)

Equation  4.3 is the empirically testable form of the long-run equilibrium real 
export demand function for India. The log-linear form was chosen because the coef-
ficients of the variables can be interpreted directly as the elasticity coefficients. In 
addition, this form is helpful in reducing possible heteroskedasticity problems in the 
data (Maddala, 1992). Further, it is conventional now to use log-linear specification 
for most empirical co-integration studies (Johansen and Juselius, 1990).

The a priori sign expectations for each variable are given in equation 4.4. The 
intercept term a can be positive or negative and cannot be specified a priori because 
it will reflect the combined impact of omitted variables and the random factors. 
As elaborated in the Methodology section, the REER variable is measured as the 
weighted average of inflation-adjusted foreign currency price per unit of the home 
currency (Indian rupees) of the trading partners of India. Given this measurement of 
REER, an increase of this variable implies a real appreciation of the Indian currency 
and a decrease means a real depreciation. Conventional trade theory indicates that 
when the home currency appreciates against foreign currencies, the Indian products 
would become more expensive for foreigners to buy. Thus, Indian goods will be less 
competitive in the global markets, thus reducing demand for Indian export goods. 
This would imply an expected negative sign for the REER coefficient (β < 0). On 
the other hand, the coefficient of the world real GDP variable (GDPRW) is expected 
to have a positive sign, indicating that a rising world real income would increase 
world demand for foreign goods, including goods from India (δ > 0). The underly-
ing assumption, of course, is that the Indian export goods are considered by foreign 
consumers as normal goods as opposed to inferior goods.

4.5 ESTIMATION METHODOLOGY

Equation  4.3 can be estimated by the standard regression method if the variables 
XR, REER, and GDPRW are stationary in their levels and the residual term μ is 
uncorrelated and homoskedastic. However, if the variables are non-stationary in their 
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levels, the standard regression methodology becomes inappropriate because the usual 
t and F tests become meaningless (Engle and Granger, 1987). More importantly, the 
estimated regression coefficients will be spurious (Granger and Newbold, 1974). In 
this situation, one needs to apply co-integration techniques to estimate the equation.

4.5.1 time SerieS ProPertieS of the variaBleS

A stationary series is generally characterized by a time-invariant mean and a time-
invariant variance. Several alternative methods are available to test for non-stationar-
ity of a time series. In this chapter, we will apply the following three well-known and 
widely used techniques for this purpose: (a) the augmented Dickey-Fuller test (ADF 
test); (b) the Phillips-Perron test (PP test); and (c) The KPSS test. An elaborate discus-
sion for each can be found in Dickey and Fuller (1981), Phillips and Perron (1988), and 
Kwiatkowski, Peter, Phillips, and Shin (1992) respectively. If these tests find that the 
variables are non-stationary in their levels, then one needs to apply a co-integration 
test. In this study, the Johansen-Juselius (JJ) co-integration method will be applied.

4.5.2 co-integration teStS: the johanSen-juSeliuS (jj) method

The multivariate co-integration techniques developed by Johansen (1988, 1991, 1992) and 
Johansen-Juselius (1990, 1992) using a maximum likelihood estimation procedure allows 
researchers to estimate simultaneously the system involving two or more variables to circum-
vent the problems associated with the traditional regression methods used in previous studies 
on this issue. Further, this method is independent of the choice of the endogenous variable 
because it treats all the variables in the model as endogenous within a vector autoregression 
(VAR) framework. More importantly, this method allows one to estimate and test for the 
presence of more than one co-integrating vector(s) in the multivariate system. In addition, it 
enables the researchers to test for various structural hypotheses involving restricted versions 
of the co-integrating vectors and speed of adjustment parameters using likelihood ratio tests.

Following Johansen (1988) and Johansen and Juselius (1990), a VAR representa-
tion of the N-dimensional data vector Xt is specified as follows:

  X + X +  ................ + X + + e t 1,2,...........t 1 t 1 k t k t= =Π Π− − ψ ..,T( )   (4.5)

where e1, . . ., eT are distributed as N-dimensional i.i.d. normal variables, Ψ repre-
sents a vector of constants, and the Xt is a vector of all the endogenous variables in 
the system. In this study, the vector Xt is of dimension N = 3 because it contains three 
endogenous variables (LXRt, LREERt, and LGDPRWt,).

Now using the notation Δ = 1 − L, where L is the lag operator, the VAR system 
represented by equation 4.5 can be rewritten as the error correction model (ECM) 
as follows:

∆ Π ∆ ∆X X X ............. X  + e ,t t 1 1 t 1 k-1 t k+1 t= + + +− ϕ ϕ ψ− −   (4.6)

where: ϕI = – (I − Π1 – . . . – Πi) (I = 1, . . ., k − 1),
and Π = (I − Π1 − . . . − Πk).
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The main focus of the Johansen-Juselius technique is on the parameter matrix Π. 
The rank r of this matrix is r(Π), where (0 < r < N) will determine the number of 
co-integrating vectors in the VAR system. If the rank of this matrix is found to be r, 
then there are r linear combinations of the variables in the system that are stationary 
and that all other linear combinations are non-stationary.

The matrix Π can be rewritten as Π = aβ (where a is the speed of adjustment vec-
tor (also called weights or loadings) and β is the co-integrating vector. The dimen-
sions of a and β are (N × r) and the system (equation 4.6) is subject to the condition 
that Π is less than full rank matrix, that is, r < N. The procedure boils down to testing 
for the value of r on the basis of the number of significant eigenvalues of Π. For this 
purpose, the maximum eigenvalue test (λmax) and the trace test (λTrace) are applied. 
The λmax and λTrace test statistics are given by the following equations:

λ λmax r+1r, r + 1  = T ln 1( ) ( )− −   (4.7)

λ λTrace Ir T ln 1 I r 1, n( ) ( ) ( )= − = +− Σ ....,   (4.8)

where λI is the estimated value of the ith characteristic root (eigenvalue) obtained 
from the estimated Π matrix, N is the number of variables, and T is the number of 
usable observations.

The λmax statistic tests the null hypothesis that the number of co-integrating vec-
tors is r against the alternative of (r + 1) co-integrating vectors. If the estimated value 
of the characteristic root is close to zero, then the λmax will be small. The λtrace statis-
tic, on the other hand, tests the null hypothesis that the number of distinct character-
istic roots is less than or equal to r against a general alternative. In this statistic, λtrace 
will be small when the values of the characteristic roots are closer to zero and its 
value will be large, the further the values of the characteristic roots from zero. Note 
that the statistic has a sharper alternative hypothesis than the trace statistic and hence 
it may be preferred in selecting the number of co-integrating vectors. Also note that 
in actual test situation, the two statistics may give conflicting results.

Johansen and Juselius (1990) provide the critical values of the λmax and λtrace test 
statistics using simulation method for determining the rank of the Π matrix. The 
above mentioned test statistics are distributed as χ2 with appropriate degrees of free-
dom (N − r) where N is the number of variables and r is the value of the rank under 
the null hypothesis. In these likelihood ratio tests, the null hypotheses are accepted 
if the estimated values are less than the critical values at the appropriate significance 
level and the degrees of freedom.

The co-integration techniques are also useful in analyzing the short-run dynamics 
underlying the long-run equilibrium demand function given by equation  4.3. The 
estimated long-run equation can be used to estimate the corresponding vector error 
correction model that will give short-run coefficients as well as the speed of adjust-
ment coefficient. More specifically, the sign and magnitude of the speed of adjust-
ment coefficient will give important information about the short-run dynamics of the 
system; that is, its stability as well as the direction and speed of adjustment towards 
the long-run equilibrium path. If this coefficient is negative and less than unity, it 
will indicate that the system is stable. If the coefficient is statistically significant, this 

Prop
ert

y o
f C

RC Pres
s



59Exchange Rate Movements and World Output on Indian Eports

will provide additional evidence for the existence of the co-integration relationship 
involving the variables in the export function. The magnitude of the coefficient will 
indicate the average speed with which the system will go back to its long-run equi-
librium path. A small coefficient will indicate slow adjustment and a large coefficient 
will indicate rapid adjustment.

4.6 VARIABLES, MEASUREMENTS, AND DATA

This section presents information about the data, measurement of the variables, data 
frequency, and time period covered.

4.6.1 meaSurement of lXr, gdPrW, and the reer

The variable of primary interest is the real exports of India. This variable is con-
structed as follows. India’s nominal exports X (in millions of US Dollars) is con-
verted into inflation-adjusted real exports (XR) using India’s GDP price deflator 
(DEFIndia) as follows:

XR = X /DEF *100India India( )   (4.9)

In constructing the composite variable GDPRW, first, the nominal GDP of each 
country (GDPi) is converted into a real GDP (GDPRi) using that country’s price 
deflator (DEFi) as follows:

GDPRi = GDPi / DEF *100i( )   (4.10)

Because there are many countries with which India has trading relations, the 
aggregate world real GDP (GDPRW) is constructed as the simple summation of 
GDPRi of all countries in the world less the GDPR for India, as follows:

GDPRW = GDPR GDPRi IndiaΣ −( )   (4.11)

Note that India’s real GDP is deducted because Indian income would not be affect-
ing world demand for Indian exports. The GDPRW as calculated in equation 4.11 is 
now used to capture the world demand for Indian exports.

Measuring the REER variable is even more complex than measuring GDPRW. 
This is because various factors need to be incorporated in calculating this variable, 
such as the bilateral nominal exchange rate, home and foreign country prices, and 
home and foreign country trade shares. In order to construct the REER variable, 
assume that Ei represents the bilateral nominal exchange rate measured as foreign 
currency price per unit of the home country currency (Indian rupees). Given this 
definition of the bilateral nominal exchange rate for the home country, an increase 
in the exchange rate will mean the appreciation of the home currency and a decrease 
in E would indicate a depreciation of the home country. Further, defining the foreign 
price index for country i as Pi* and home price index as P, the inflation-adjusted bilat-
eral real exchange rate index for the home (Indian) currency against the currency of 

Prop
ert

y o
f C

RC Pres
s



60 Advances in Management Research

country i, qi can be defined (converted in an index form with a specified year as the 
base year) as follows:

q E P Pi i i= */( )   (4.12)

The index form is used in order to avoid dealing with different currencies mea-
sured in different units. Because there are many bilateral real exchange rates fac-
ing the home country with different foreign trading partner countries, a multilateral 
weighted average real exchange rate (REER) needs to be constructed using the bilat-
eral real exchange rates of the home country’s trading partners with appropriate 
weights assigned to the different bilateral real exchange rates. The resulting mul-
tilateral inflation-adjusted weighted average of the bilateral real exchange rates for 
the home country is known as the real effective exchange rate (REER). It is thus a 
weighted average of the inflation adjusted bilateral real exchange rates (qi) between 
the home country currency vis-à-vis its trading partner currencies, weighted by the 
respective trade shares with its trading partners. Now defining the trade weight of the 
home country’s trade with its trading partners is wi, and using geometric averaging 
method, the trade-weighted inflation-adjusted multilateral real effective exchange 
rate REER can be defined, following Hinkle (2000), as follows:

REER = q =  E P */Pi i

wi

i i

wi
Π Π( ) ( )    (4.13)

with i = 1,2, . . . m trading countries, 0 < wi < 1, and ∑wi = 1. Note that instead 
of the arithmetic average, the geometric averaging technique is normally preferred 
because a geometric average has some specific properties of symmetry and con-
sistency that an arithmetic average does not have (Hinkle, 2000). These were not 
discussed here due to space limitations.

4.6.2 data SourceS and data frequency

The World Bank’s World Development Indicators were used for most variables 
except the REER variable. The REER variable was taken from Darvas (2012). The 
data frequency was annual, and the time period covered was 1960 to 2017.

4.7 THE EMPIRICAL RESULTS

This section presents the empirical results based on the unit root and co-integrations 
tests along with various residual based diagnostic tests.

4.7.1 time SerieS ProPertieS of the variaBleS

Because the power of different unit root tests could differ, we conducted three sepa-
rate unit root tests. Table 4.1 reports the results of the unit root tests using the ADF, 
Phillips-Perron, and KPSS tests. All three tests applied to all three variables clearly 
indicate one uniform result; that is, that all three variables are non-stationary in 
their level form and that these are stationary in their first differences. Hence, we 
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conclude that all three variables are non-stationary, that is, I(1). As a result, the 
standard regression model is not appropriate in examining the relationships. In this 
situation, one has to use the co-integration techniques to uncover the appropriate 
relationships.

4.7.2 Selection of oPtimal lag length

Before conducting co-integration analysis, one needs to specify the appropriate 
lag length k of the VAR system so as to make the estimated model’s residuals 
uncorrelated and homoskedastic. It is also well-known that co-integration tests are 
highly sensitive to the lag structure used in the estimation (Johansen and Juselius, 
1990, 1992). Therefore, determining the appropriate lag length of the endogenous 
variables is a critical step before conducting any co-integration test. Using the  

TABLE 4.1
India Exports-Summary Results of Unit Root Tests
1. Augmented Dickey-Fuller Test: Null of Unit Root (Non-stationary)

Variables Level First Difference Result (Level)

LXR −2.23 (C,T) −9.96*** (C) Non-stationary

LREER −1.22 (N) −5.30*** (N) Non-stationary

LGDPRW −3.17 (C,T) −5.42*** (C,T) Non-stationary

2. Phillips-Perron Test: Null of Unit Root (Non-stationary)

Variables Level First Difference Result (Level)

LXR −2.23 (C,T) −6.96*** (C) Non-stationary

LREER −1.26 (N) −5.32*** (N) Non-stationary

LGDPRW −3.07 (C,T) −5.38*** (C,T) Non-stationary

3. KPSS (Kwiatkowski-Phillips-Schmidt-Shin) Test: Null of No Unit Root (Stationary)

Variables Level First Difference Result (Level)

LXR  0.21** (C,T)  0.12 (C,T)) Non-stationary

LREER  0.20** (C,T)  0.26 (C) Non-stationary

LGDPRW  0.22** (C,T)  0.16 (C,T) Non-stationary

Notes: (1) The McKinnon critical values for ADF and PP tests (with both intercept and trend) are: 
(a) 1% = −4.07, (b) 5% = −3.46, and (c) 10% = −3.16 respectively; (with only intercept) are: (a) 1% = −3.48, 
(b) 5% = −2.88, and (c) 10% = −2.58; (without intercept and trend) are: (a) 1% = −2.59, (b) 5% = −1.94, 
and (c) 10% = −1.62 respectively. (2) Critical values for KPSS test (with both intercept and trend: (a) 
1% = 0.22, (b) 5% = 0.15, and (c) 10% = 0.12 respectively; (with intercept only): (a) 1% = 0.74, (b) 
5% = 0.46; and (c) 10% = 0.35 respectively; (without intercept and trend) (a) 1%=0.73; (b) 5% = 0.46; 
and (c) 10% = 0.35 respectively. (3) *** = significant at 1% level, ** = significant at 5% level, and 
* = significant at 10% level. (4) Letters in parentheses after the coefficients represent the following 
characteristic included during the unit root tests and in determining the critical values as appropriate: 
C = Intercept; T = Trend; and N = None (No Intercept; No Trend). (4) SIC was used to determine optimal 
lag length. Prop
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VAR system, the optional lag structure test was conducted and the results are 
shown in Table  4.2. Several different lag selection criterion were employed in 
determining the appropriate optimal lag length and the uniform result found in 
Table 4.2 is k* = 1.

4.7.3  Preliminary Selection of the aPProPriate 
determiniStic comPonentS model

As discussed earlier, this study used the maximum likelihood–based Johansen-Juselius 
multivariate co-integration analysis. In the first step, we used the trace and maximum 
eigenvalue tests for a preliminary determination of rank (i = 0, 1, 2, 3) related to three 
endogenous variables and the selection of an appropriate deterministic components 
model (j = 1, 2, 3, 4, 5) corresponding to the five different deterministic components 
cases (models) of the co-integrating system as specified in Hansen and Jeselius (1995). 
In Table  4.3, out of the five possible deterministic component models, we selected 
Model 2, r(Π) = 3 (three possible co-integrating relations), and with no trends but 
intercepts in CE and no intercept in VAR, for conducting the co-integration test that 
follows. This preliminary analysis indicates that there could be a maximum of three 
co-integrating vectors (rank = 3) and that the system contained an intercept in CE, but 
no trend in CE or VAR. Further probe into the determination of the exact rank follows.

TABLE 4.2
Test for Optimal Lag Structure from the VAR Model
VAR Lag Order Selection Criteria

Endogenous variables: LXR, LREER, LGDPRW

Exogenous variables: C 

Sample: 1960–2020

Included observations: 53

Lags LogL LR FPE AIC SC HQ

0 −32.10919 NA  0.000755 1.324875 1.436401 1.367763

1 293.9205 602.8474* 4.82e‑09* −10.63851* −10.19241* −10.46696*

2 299.3018 9.341087 5.54e‑09 −10.50196 −9.721274 −10.20174

3 303.3912 6.635563 6.73e‑09 −10.31665 −9.201388 −9.887773

4 306.8473 5.216769 8.44e‑09 −10.10744 −8.657607 −9.549907

Notes: * indicates lag order selected by the criterion.
LR: Sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

Source: Author calculations.
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4.7.4 final determination of the rank of the Π matriX

Based on the preliminary rank and model selection (rank 3, Model 2), additional 
tests were conducted to determine the exact rank of the Π matrix and the results 
are reported in Table 4.4. The trace test reported in Panel A of this table shows that 
possible null hypotheses of r = 0, r = 1, and r = 2 are rejected, thus indicating further 
that this system will have a maximum rank of three (r = 3) co-integrating equations. 
Similarly, the maximum eigenvalue test shows exactly the same rejections of all pos-
sible null hypotheses, thus reconfirming the previous results that the system has a 
maximum rank of three (r = 3).

4.7.5  eStimating the final long-run co-integrating  
eXPort function

We estimated the three co-integrating equations, and Table 4.5 reports the one that 
is most appropriate and relevant for this export function study, which is normalized 
on the LXR. We then rearranged terms to solve for LXR as the dependent variable, 
the variable of our research interest. This long-run co-integrating export function for 
India is reported in Table 4.5.

The results show that the REER variable has a positive sign and that the coef-
ficient is statistically significant at the 10% level. The magnitude of the coefficient is 
greater than unity, thus indicating that the real effective exchange rate has a mildly 
elastic impact on Indian real exports. This result is contrary to our theoretical 

TABLE 4.3
Preliminary Selection of the Rank and Model Selection Tests

Model 1 Model 2 Model 3 Model 4 Model 5

Trend 
specification

No trend No trend No linear trend Linear trend Quadratic trend

Intercept 
specification

No intercept in 
CE or VAR

Intercept in CE, 
no intercept in 
VAR

Intercept in CE, 
Intercept in VAR

Intercept in CE, 
No intercept in 
VAR

Intercept in CE, 
intercept in VAR

Trace 2 3* 2 1 0

Maximum-
eigenvalue

2 3* 0 0 0

Notes: (1) For five models with different trend and intercept specifications, see Hansen and Juselius 
(1995). (2) Further, the critical values for the selection of rank and deterministic components jointly for 
different models are given in Hansen and Juselius (1995); 90% critical values were used. (3) * indicates 
model and rank selected based on trace test. (4) ** indicates model and rank selected by maximum 
eigenvalue test. (5) Selections were based using 5% critical value.

Source: Author calculations.
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expectation of a negative sign. The estimated result seems to indicate an opposite 
response pattern of Indian exports to movements in the REER. Given this unex-
pected result, the question arises about how to explain this observed phenomenon. 
We can speculate an explanation as follows. When the Indian currency appreciates 
(REER rises), exports of Indian goods might be negatively affected in the global 
markets as exports become less competitive in the world market. However, many 

TABLE 4.4
Final Determination of the Rank of r(Π) Based on λmax and λTrace Test 
Statistics

A. Trace Test

Null Hyp:
H0: r

Eigenvalues
(λ i)

λTrace

statistic
0.05 critical 
value**
λtrace

Prob.

0 (None)* 0.393152 55.80204 35.19275 0.0001

1 (At most 1)* 0.275458 28.33076 20.26184 0.0031

2 (At most 2)* 0.175426 10.60887  9.164546 0.0264

B. Maximum Eigenvalue Test

Null Hyp:
H0: r

Eigenvalues
(λ i)

λmax

statistic
0.05 critical 
value**
λmax

Prob.

0 (None)* 0.393152 27.47127 22.29962 0.0001

1 (At most 1)* 0.275458 17.72189 15.89210 0.0031

2 (At most 2)* 0.175426 10.60887  9.164546 0.0264

Notes:
* Denotes rejection of the hypothesis at the 0.05 level.
** MacKinnon-Haug-Michelis (1999) p-values.

Source: Author calculations.

TABLE 4.5
Maximum Likelihood Estimates of Co-integrating Vector (Normalized on LXR)
Variables Co-integrating Equation Standard Error (s.e.) t-values

Dependent (LHS) Variable: LXR

LREER 1.266947* 0.70323 1.80160

LGDPRW 4.340255*** 0.54045 8.03084

CONSTANT −118.8936*** 19.8720 5.98297

Notes: *** Significant at 1% level; ** significant at 5% level; and * significant at 10% level.
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of these Indian export goods might be highly dependent on imported raw mate-
rials, capital equipment, technology, and energy, among others. The appreciating 
exchange rate would have beneficial effects in reducing the costs of the imported 
inputs that go into the production of the export goods. The latter beneficial effect 
may over-compensate for the former adverse effect, thus resulting in an overall 
positive effect on Indian exports.

Consistent with the theoretical expectation, the world real income variable 
(GDPRW) has the expected positive sign and the coefficient is statistically 
highly significant at the 1% level. The magnitude of the coefficient is greater 
than unity, indicating that world income has a very strong and highly elastic 
effect on Indian exports. In other words, a 1% increase in world income would 
likely generate a 4.34% increase in Indian exports in real terms. The results 
further indicate that Indian export goods in the world market are considered 
not only as normal goods (d > 0), but also as luxury goods (d > 1). Thus, Indian 
exports seem to depend very highly and very sensitively to world income. On 
the flip side, if world income declines, Indian exports would likely experience 
a strong decline.

4.7.6 eStimated Short-run dynamicS

The vector error correction model (VECM) was specified and estimated based on 
the estimated long-run co-integrating equation and the optimal lag length of k = 1 
reported earlier with the estimated error correction term ECT(−1). The estimated 
VECM is estimated by the OLS method and the results are reported in Table 4.6. 
The Durbin-Watson statistic shows that the residuals from this equation are free 
of serial correlation. However, the overall regression equation is not satisfactory as 
the R2 and the adjusted R2 values are quite low and the F-statistic is not statisti-
cally significant. In this table, the estimated coefficients of the one-period lagged 
differenced variables (Δ) represent the short-run elasticity coefficients. The short-
run effect of the REER variable (ΔLREER(−1)) appears with a positive sign, but is 
not statistically significant. So, the short-effect seems to be non-significant from the 
real exchange rate movements. The short-run effect of the world real income vari-
able (ΔLGDPRW(−1)) appears with an expected positive sign, but is not statistically 
significant. So, the short-run effect seems to be non-significant from the changes in 
world real income.

More importantly, the coefficient of the lagged error correction term, ECT(−1), 
is of special significance as the sign, magnitude, and statistical significance of this 
coefficient are of utmost interest. Looking at this coefficient, the coefficient of the 
ECT(−1) shows that the coefficient has the expected negative sign, indicating that the 
Indian export function is stable and returns back to equilibrium from any deviation 
from long-run equilibrium due to any external shock disturbing the system. The 
magnitude of the coefficient is −0.39, which indicates that the speed of adjustment 
towards long-run equilibrium from any disturbance would be corrected by 39% over 
a one-year period. It is to be noted, however, that the coefficient is not statistically 
significant and hence not that reliable.

Prop
ert

y o
f C

RC Pres
s



66 Advances in Management Research

4.7.7 analySiS of the reSidualS

It is critical to conduct diagnostic tests on the residuals from the VECM model. 
These test results are reported in Table 4.7. The first row gives the Jarque-Bera sta-
tistic (JB) to test the null hypothesis that the residuals are normally distributed. The 
reported test result supports that the null hypothesis could not be rejected; hence, 
it is concluded that the residuals are normally distributed as per the expected i.i.d. 
properties. The serial correlation Q-tests (row 2) with three alternative lags (k = 1, 
k = 3, and k = 5) shows that the null of no serial correlation is accepted. Thus, there is 
no serial correlation in the residuals. Further, the Breusch-Godfrey serial correlation 
LM test (row 3) also shows the absence of serial correlation in the VECM model. 
These results are consistent with the previously reported Durbin-Watson serial cor-
relation test result. We also tested for any heteroskedasticity in the residuals. The 
Breusch-Pagan-Godfrey heteroskedasticity test (row 4) shows that the residuals are 
free of heteroskedasticity problem. Finally, the Ramsey reset test (row 5) shows that, 
although the export function model is simple, this simple model is specified well, 
as we could not reject the null hypothesis of “model is not misspecified”. It is thus 
concluded that the residuals from the VECM model are well-behaved by any con-
ventional econometric test.

TABLE 4.6
Vector Error Correction Model with Short-run Dynamics
Explanatory Variables Coefficient Std. Error (s.e.) t-Statistic Prob.

C 0.062139* 0.033849 1.835799 0.0729

ΔLRX(−1) 0.291719 0.198291 1.471168 0.1481

ΔLREER(−1) 0.193392 0.182655 1.058788 0.2952

ΔLGDPRW(−1) 0.057989 0.739927 0.078371 0.9379

ECT(−1) −0.399863 0.280031 −1.427921 0.1601

Max Lags Used 1

R-squared 0.075620

Adjusted R-squared −0.004760

F-statistic 0.940777

Prob (F-statistic) 0.448944

Akaike info criterion −2.084039

Schwarz criterion −1.894644

Hannan-Quinn criterion −2.011665

Durbin-Watson stat 1.984942

N 51

Notes: *** = significant at 1%, ** = significant at 5%, and * = significant at 10% level.
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4.8 CONCLUSIONS

In this chapter, we estimated the export function for India using the co-integration 
technique. Co-integration results indicate that the Indian export demand function is 
strongly dominated by world income. The elasticity of exports with respect to world 
income is found to be significantly greater than unity. However, contrary to the expec-
tations of conventional trade theory, the impact of appreciating REER was found to 
have an unexpected positive impact on Indian exports. The magnitude of the coef-
ficient is greater than unity, thus indicating that the real effective exchange rate has a 
mildly elastic and positive impact on Indian real exports. This seemingly unexpected 
result could be due to possible high import intensity of Indian exports, as explained 
earlier. Further, analysis of the short-run dynamics shows that the export demand 
function is stable and adjusts to its long-run equilibrium path with a reasonable speed 
of adjustment. However, although the adjustment coefficient is of the expected nega-
tive sign to indicate stability, it was not found to be statistically significant.

The important finding of this study is that for a fast-growing country like India, 
the effect of real effective exchange rate on exports does not seem to follow the con-
ventionally expected relationship, at least as far as aggregate exports are concerned. 
Hence, any discussion that focuses exclusively on exchange rate runs the risk of over-
looking other factors that may hinder India’s exports. For instance, world income 
was found to have stronger impact on Indian exports than REER. As such, trying to 
improve India’s access to global markets should take priority over concerns about 

TABLE 4.7
Diagnostic Tests Based on the Residuals from the VECM
Test Name Null Hypothesis Test Type Statistic Prob. Test Result

Jarque-Bera 
normality test

H0: Errors are 
normally distributed

Jarque-Bera 
statistic

0.427169 0.807643 Accept H0

Serial correlation 
Q-test

H0: Errors are not 
serially correlated

Q-stat (1 lag)
Q-stat (3 lags)
Q-stat (5 lags)

0.0120
1.0485
1.3694

0.973
0.790
0.928

Accept H0

Accept H0

Accept H0

Breusch-Godfrey 
serial correlation 
LM test

H0: Errors are not 
serially correlated

F-statistic with 
D.F. (num., 
denom.)

0.209642
(5; 41)

0.9565 Accept H0

Breusch-Pagan-
Godfrey 
heteroskedasticity 
test

H0: Errors are not 
heteroskedastic

F-statistic with 
D.F. (num., 
denom.)

0.2865312.3099
(4; 46)

0.8852 Accept H0

Ramsey reset test 
for model 
specification with 
one fitted value

H0: Model is not 
misspecified

F-statistic with 
D.F. (num., 
denom.)

 0.676149
(1; 45)

0.4153 Accept H0
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exchange rate appreciation. Thus, policy makers should not focus exclusively on an 
exchange rate policy to promote India’s export activity. India’s policy makers should 
focus more on a host of other critical factors, such as improving infrastructure, includ-
ing highways and ports; liberalizing the labor market; removing or reducing various 
internal barriers to trade; and facilitating better integration of the Indian economy 
with the rest of the word, among others. Unfortunately, the role of these factors was 
not examined in this study due to the lack of sufficiently long time-series data for co-
integration analysis. Perhaps future studies can focus on these other factors.
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5.1 INTRODUCTION

The stock of international migrants residing and working in countries away from 
their home countries was estimated at 258  million in 2017, having risen from 
173 million in 2000 [United Nations Department of Economic and Social Affairs 
(UNDESA), 2017]. In 2017, the number of Indian-born migrants working overseas 
was 17  million, exceeding the corresponding number of Mexican-born persons 
(13 million). They are followed by migrants from Russia, China, Bangladesh, the 
Syrian Arab Republic, Pakistan, and Ukraine, ranging from 6 to 11 million each 
(UNDESA, 2017). Although their remittances (REM) to the countries of origin fell 
from US$444.3 billion in 2014 to US$429.3 billion in 2016 due to slow recovery 
from the Great Recession of 2008–12 in advanced countries, India continued to 
remain the largest REM recipient country: US$70.4 billion in 2014, US$72.2 billion 
in 2015, and US$62.7 billion in 2016, followed by the second-largest recipient, China 
with US$62.3 billion, US$63.9 billion, and US$61.0 billion during the correspond-
ing years.

REM inflows from blue-collar Indian immigrants working in the Gulf Cooperation 
Council (GCC) nations and in other countries in the Middle East have dominated the 
annual REM inflows into India. Though in smaller amounts, unlike those from the 
white-collar Indian migrants in North America, they are sent on a regular basis, 
monthly or quarterly, to their families left behind. Aside from supplementing and 
enhancing household incomes, REM being in foreign currencies adds to India’s 
real resources. In the absence of REM inflows, these annual additions to foreign 
exchange reserves would have to be earned through export of goods and services. In 
the context of India’s weak export performance, REM provides a substantial support 
to India in building up its foreign exchange reserves.

The connection between REM and growth is through increasing aggregate demand 
by stepping up consumption by beneficiary families in rural India, which is dependent 
on monsoon-fed agriculture. Increments in expenditure on food, clothing, and medi-
cines and education for children have been made easier by regular inflows of REM for 
reducing poverty to a great extent. However, any savings from steady annual inflows 
of REM without any opportunity for depositing the funds in banks tend to get frittered 
away on wasteful consumption. Depositing them in financial institutions, a process 
known as financialization of savings, increases bank reserves. Growth in credit is a 
logical consequence to financial deepening and financial sector development (FSD). It 
is well known that well-functioning financial markets lower transaction expenditures 
and would enable the savings from REM into productive investments.

Further, economic progress in recent years has also benefitted from the emergence 
of information and communication technology (ICT). Rapid spread of ICT since the 
late 1990s, particularly mobile voice and data networks, has brought notable gains 
in several spheres, including labour productivity, entrepreneurship, and innovations 
in business processes and service delivery. One of the most visible areas of improve-
ment is the enhanced access to financial services and savings in transaction costs 
through new modes of online as well as mobile banking.

Despite the fact that India has been lagging behind (Kumar & Radcliffe, 2015) 
relative to similarly placed countries in the low- and middle-income group (LMIC),1 
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as classified by the World Bank (2017), the impact of initiatives in recent years has 
been noticeable in Asia and Africa.2 Although there were negative effects of the 
India’s 2016 demonetization and the resultant cash crunch which were felt in some 
states in India, those states that have made notable progress in digitalization since 
the mid-2000s, the adverse effects were reported to be minimal.3

Earlier empirical studies (Jayaraman, Choong, & Kumar, 2012; Siddique et al., 2010) 
on the relationship between growth and REM in India did not pay attention on the influ-
ence of FSD and ICT. The present chapter attempts to fill the gap by focusing on these 
missing factors. The chapter is structured along the following lines: the next section 
provides a brief literature review of theoretical and empirical studies on the REM–
growth nexus in the context of ongoing proactive measures in favour of FSD and ICT. 
Section 5.3 discusses growth trends in REM and FSD, and ICT spread. Section 5.4 deals 
with data, modeling, and econometric estimation methodology. Section 5.5 reports the 
results, and Section 5.6 provides conclusions and policy implications.

5.2 A BRIEF LITERATURE REVIEW

Among the three categories of capital transfers to the capital-starved LIMCs 
(Tables 5.1 and 5.2) REM has emerged to be the most reliable one (Mashayekhi, 
2014). Further, REM in absolute amounts and in percentages of GDP of the region or 
countries are higher than respective figures of FDI and ODA inflows.4 According to 
the latest estimates of the World Bank (2018), except for China, REM flows to LMICs 
(US$462 billion) were bigger than FDI streams in 2018 (US$344 billion). Quantitative 
studies either for a single country and panels of countries (Stahl & Habib, 1989; 
Leon-Ledesma & Piracha, 2001; Edwards & Ureta, 2003; Page & Adams, 2003; 
Hildebrandt & McKenzie, 2005; Yang, 2008; Giuliano & Ruiz-Arranz, 2009) have 
shown that inflows of REM have (1) helped the wellbeing of families that are left 
behind; (2) assisted the beneficiary families in upgrading their homes and improving 
their farming activities; (3) enabled households to pay children’s education fees and 
bear the costs of old-age medical care; and (4) added to the recipient nation’s foreign 
reserves. Increases in reserves also raise the credit worthiness of recipient countries, 
enabling them to borrow from international funding agencies for financing further 
growth-enhancing investments.

5.2.1 role of financial Sector develoPment (fSd)

It is estimated that only 50% of adults (15 years and older) in LMICs have access to 
financial institutions. Further, only 47% of women and 37% of youth have access to 
banking services, and only 34% of firms use bank loans, compared to 51% in devel-
oped nations. Almost 80% of micro, small to medium-sized businesses in rural areas 
do not have access to bank credit, compelling them to look for funds at much higher 
rates of interest from money lenders (Mashayekhi, 2014). Giuliano and Ruiz-Arranz 
(2009) observe that REM becomes a substitute in countries with weak financial sec-
tors. In countries, with well-developed credit markets, REM might also be utilized 
for consumption spending. In the previous case of substitutability, in econometric 
analysis the sign of the coefficient of REM would be positive and significant and 
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the interaction term’s coefficient would be negative and significant. In the second 
and complementary case of the relationship, the coefficients of REM and interaction 
term would be both positive and statistically significant.

5.2.2 financial incluSion

The term financial inclusion became popular in the mid-2000s, following the big 
boost given by United Nation (UN). It also became a major component of poverty 
alleviation efforts. Recognizing the requirement for enlarging the availability of con-
tacts to financial products and services, the UN included financial inclusion, charac-
terizing it as “successful access to reasonable and sustainable financial services from 
formal suppliers”, as one of its major goals in its post-2015 Development Programme 
(UN, 2015).

India has been in the forefront, well before the beginning of the new millennium 
(Chakrabarty, 2011) by adopting a proactive set of initiatives.5 The purpose behind 
these initiatives was to cover the hitherto neglected segments of the population by 
mainstream commercial banks, such as peripheral farmers, landless laborers, oral 
lessees, the self-employed, urban slum residents, migrants, ethnic minority farm-
ers, socially omitted groups, senior residents, women, and unorganized sector enter-
prises (Reserve Bank of India, 2008). Once a bank account is opened, it paves the 
way for access to all financial products. Further, having a bank account enables usual 
payments and acceptance of deposits as well as automatic receipt of REM transfers 
from overseas remittances at a small charge, besides making purchases on credit 
much easier and faster (Mohan & Ray, 2017).

5.2.3 emergence of ict

Developed countries that made notable investments in the ICT sector by the 1980s 
began to derive benefits by the mid-1990s through inventing cheaper devices for 
spreading ICT over different segments of economic activities. Understanding its sig-
nificance in economic progress, the developing nations by late 1990s took serious 
interest to speed up development of the ICT sector, along with implementation of 
general economic reforms. The major focus was on moving away from government 
monopolies by inviting new competitors and promoting investment in ICT with joint 
ventures with the private sector. One immediate impact of growth in ICT investments 
in LMICs was seen in the spurt in foreign direct investment (FDI) inflows, which led 
to a rise in local employment and use of local resources, aside from transfer of tech-
nology and upgrading of skills. The ICT is now perceived as a basic infrastructural 
sector for advancing growth in different areas, including the financial sector.

Studies, which include Wilson (1993), Radeck, Wenninger, and Orlow (1997), and 
Freund, König, and Roth (1997), have highlighted benefits the flowing out of ICT in 
banks and financial markets. Kumar, Kumar, and Patel (2015) studied the role of ICT on 
economic development in small South Pacific island countries and found that ICT con-
tributed to long-term economic growth in these countries. Aghaei and Rezagholizadeh 
(2017) and Niebel (2018) also showed that ICT enhances economic growth in 
Organisation of Islamic Cooperation countries and other emerging, developing, as well 
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as developed countries. Majeed and Ayub (2018) examined a similar relationship in a 
sample of 149 economies from 1980–2015 and came to a similar conclusion.

5.2.4  trendS in india’S remittance infloWS, financial 
incluSion, and SPread of ict

5.2.4.1 Remittance Inflows
There has been a revival of the upward trend in REM inflows to developing countries 
both in terms of absolute amounts of US dollars and as percentages of gross domes-
tic products (GDP) after end of the Great Recession (2008–12). In particular, with 
the rise in the price of crude oil in the first 10 months of 2018, there was a notable 
rebound in remittance outflows from the Gulf Cooperation Council (GCC) coun-
tries and the Russian Federation. The Development Brief 30 (World Bank Group & 
KNOMAD, 2018) has estimated REM flows to LMICs at US$528 billion in 2018. In 
keeping with the general rising trend, REM flows to South Asia,6 which belongs to 
the category of LMICs, are reported to have grown to a new high as well. Inflows of 
REM to South Asia grew 12% to US$131 billion in 2018, exceeding the 6% growth 
rate in 2017. The upsurge was influenced by stronger growth in 2018 in the United 
States and a pick-up in oil prices in 2018, benefitting oil-producing countries.

5.2.4.1.1 A Unique Characteristic of REM
Ready response to call for aid in times of natural disasters caused by cyclones and 
earthquakes is one of the unique characteristics of remittances, which distinguishes 
them from other types of capital transfers. The FDI is generally in long-term projects 
such as construction of factories with production processes of considerable gestation 
period. Hence, FDI funds are not pulled out in a short span of time. On the other 
hand, portfolio investments which are in short-term debt and equity instruments tend 
to get pulled out at short notice, as they are mainly for speculative reasons, and they 
move in and out at the click of the mouse in search of higher return. On the other 
hand, remittances belong to a different category,7 as they are sent by migrants to their 
families, without expecting anything in return.

5.2.5 remittanceS aS a StaBilizing factor

In the context of high degree of volatility in oil prices and stagnant exports, India’s 
trade and current account deficits have started to widen in recent years. Steadily 
increasing inflows of remittances have, however, been seen reducing the current 
account deficits to manageable levels.8 In the absence of REM, the current account 
deficits would have been much higher and pressure on the Indian rupee would have 
also been larger. Although, short-term portfolio investment flowed in and strength-
ened the Indian rupee in 2016 and 2017,9 their well-known fickle-mindedness 
betrayed their nature.

Rukhaiyar (2018) noted that 2018 was the worst one for the Indian equity mar-
ket as it witnessed a heavy outflow of foreign portfolio funds. From January 2018 
onwards, oil prices began to rise after a gap of three years. Fears of a widening 
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current account deficit dented confidence in the Indian economy. Outflows of foreign 
portfolio funds began to exceed inflows, and consequently, the rupee depreciated 
rapidly. It depreciated from Rs 63.64 per US dollar in January 2018 to Rs 74.45 in 
October, 2018. The rupee fell by 14%. Towards the end of 2018, as oil prices fell, 
the rupee gained to finish on the last market day of 2018 at Rs 69.77 per dollar. The 
depreciation of the rupee in 2018 was 9.23%, and the Indian currency was declared 
the worst performer amongst all the Asian currencies. The fall in the rupee value 
would have been worse but for REM inflows. While foreign aid inflows were on the 
decline and FDI was averaging at US$32 billion in 2014–15 to 2016–17, annual REM 
inflows during these years averaged US$65 billion.

5.2.6 financial incluSion

India’s financial sector10 began to play a major role in economic growth in the 1990s 
only after the introduction of economic reforms (Mohan & Ray, 2017). However, the 
spread of ICT in India towards speeding up the progress of FSD was slow and slug-
gish until 2010. Although India accounts for more than 10% of the global smartphone 
market, the findings of a Mobile Technology and Its Social Impact Survey study by 
Pew Research Center (2019) reveal that India’s smartphone ownership rate is the lowest 
among the 11 developing countries covered by survey. Nearly 79 per 100 of the popula-
tion in 2015–16 had mobile phones and the number of Internet users for every 100 per-
sons was only around 26 in 2015–16. According to a private marketing agency’s survey 
findings (The Economist, 2019), the number of Internet users was around 566 million 
in December 2018, out of which 493 million were reported to be regular users (defined 
as those who accessed the Internet in the last 30 days); about 293 million were active 
users in urban areas; and 200 million in rural areas. About 97% of the users used the 
mobile phone to access Internet. Internet usage is limited as 47% of mobile phone users 
had only a basic phone that could not connect to the Internet (The Economist, 2019).

The present urban–rural divide is generally attributed to the following: (1) inter-
net use has been more of an urban activity, as urban areas happen to have assured 
availability of electricity for longer hours; (2) urban areas have a higher proportion of 
formal sector institutions, with commercial establishments and offices of private and 
public sector institutions; and (3) urban towns have a large number of white-collar 
working communities with tertiary educational backgrounds and high school and ter-
tiary-level students, who tend to be quick to adopt modern technology. The indications 
are that with an assured supply of electricity and greater availability of broadband 
width and cheap data plans, and increased awareness of government programmes link-
ing to various services, the number of rural Internet users (251 million in 2018) will 
reach 290 million in 2019 (35% increase) and the number of urban Internet users will 
be 336 million in 2019, up by 7% from 315 million in 2018 (The Economist, 2019).

5.2.7 government initiativeS

Introduction of government-sponsored schemes to promote financial inclusion, 
increasingly supported by spread of mobile technology, have given a big boost to 
inculcation of banking habits. Financial inclusion is expected to enable the financial 

Prop
ert

y o
f C

RC Pres
s



79ICT in India’s Economic Growth–Remittances Nexus

sector to provide universal access to a far wider range of financial services beyond 
banking, such as insurance and equity products, by utilizing technological innova-
tions such as ATMs, credit and debit cards, Internet banking, electronic transfer, 
and usage of mobile phones. It has enabled financial institutions to reduce the costs 
involved in maintaining records and in the mobilization of deposits. Indeed, the use 
of and rapid spread of mobile phones has been seen as a welcome development by 
banking institutions themselves as it allows them to prosper with “no more brick or 
mortar branches”.

India’s financial inclusion programme is said to have been triggered over a three-
year period (2014–16) by a trio referred to collectively as JAM. The acronym is a 
combination of three measures: one is Jan Dhan (J for Jan); a universal biometric 
identification system, known as Aaddhaar card (A for Aadhaar); and rising smart-
phone penetration (M for mobile). These initiatives were supplemented in July 2017 
by a fully online goods and services tax (GST) system change, enabling a formaliza-
tion process, which would facilitate fast-tracking India’s digitization and bring about 
a higher degree of formalization of the Indian economy (Desai, Agarwal, & Arya, 
2017). The major advantage is seen in better credit delivery than ever before, as data 
particulars on the would-be-borrowers are now available to the lending institutions. 
Earlier, lack of such information about the would-be-borrowers was preventing sanc-
tion of loans to non-corporate or small enterprises or individual members of the rural 
community. Digital transactions leave a data footprint that lenders can use easily and 
assess the credit worthiness of the prospective borrowers and process loans faster 
(Desai et al., 2017).

5.3 DATA, METHODOLOGY, AND ESTIMATION

5.3.1 data

Our empirical study on growth and remittance nexus in India covers a period of 
28 years (1990–2017). The key variables include: (1) GDP per capita in US$ con-
stant price, represented by y; (2) capital stock per capita in US$ constant price, 
represented by k; and (3) nominal REM in US$ as percent of nominal GDP in 
US$, represented by REM. For FSD, we considered nominal broad money (BM) 
in rupees as percent of GDP and nominal bank credit (BC) as percent of GDP in 
rupees. Out of these two FSD indicators, we choose bank credit to private sector 
(BC) for the following reason: Financial inclusion efforts are aimed at the bring-
ing in the hither-to bypassed households in rural and inaccessible areas, who had 
no opportunities to access banking services, not only for putting their savings and 
but also borrowing from banks for productive investments. Therefore, a better 
indicator is BC.

For ICT, we chose mobile subscriptions per 100 persons (MOB). Relative to 
Internet use, whose data series are inadequate and patchy, time series on owner-
ship of mobile phones is complete. All the data series were obtained from World 
Development Indicators (2019) except for capital, which is from Penn Tables avail-
able on the website of US Federal Reserve St. Louis (2019). Since the capital stock 
data series are available only up to 2014, we extrapolated for the missing years: 2015 
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to 2017. Table 5.3 presents the descriptive measures of the variables employed and 
Table 5.4 the shows correlation matrix of the variables.

5.3.2 the model

The model employed in the study is along the lines of the Cobb-Douglas production 
function, adopted in Luintel, Khan, Arestis, and Theodoridis (2008), Kumar et al. 
(2015), and Rao, Singh, Singh, and Vadlamannati (2008). Taking into account the 
constant returns to scale and Hicks-neutral technological development, the real per-
capita output (yt) equation is written as:

y A kt t t= < <α α, 0 1  (5.1)

where:
yt = real GDP per capita;

TABLE 5.3
Descriptive Measures of Key Variables
  Y K REM BM MOB BC*MOB

Mean 1029.524 10148.27 2.699362 62.72477 25.61113 3.667961

Median 876.5995 8126.407 2.773336 64.7715 3.838817 5.52063

Maximum 1964.595 20093.85 4.210553 80.14708 87.28492 19.33605

Minimum 530.8947 5413.852 0.752687 42.75409 0.007983 −18.2938

Std. Dev. 441.3213 4630.397 0.890965 14.0361 33.02138 13.35156

Skewness 0.670965 0.797313 −0.58927 −0.16492 0.788473 −0.14645

Kurtosis 2.200457 2.26713 2.601972 1.38442 1.872208 1.412158

Jarque-Bera 2.846721 3.593253 1.805272 3.172033 4.385118 3.041538

Probability 0.240903 0.165857 0.405499 0.20474 0.111631 0.218544

Source: Authors’ calculations.

TABLE 5.4
Correlation Matrix of the Variables

Y K REM BM MOB BC*MOB

Y 1

K 0.996798 1.00E+00

REM 0.646768 0.609535 1

BC 0.879632 0.853657 0.861705 1

MOB 0.964323 0.977502 0.548394 0.813399 1

BC*MOB 0.911956 0.889775 0.797702 0.984787 0.851052 1

Source: Author’s calculations.
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At = stock of technology;
kt = stock of capital per capita;
a = share of capital.

According to Solow framework, the technological progress is represented by:

 A A et o
gt=   (5.2)

where:
At = represents the aggregate technology;
Ao = the opening stock of technology;
t = time;
g = the exogenous growth rate of technical progress.

In addition to the variables just noted, we also employed an interaction term, which 
is the product of bank credit (BC) and mobile subscription (MOB). Consequently, it 
was decided to adopt the following:

 A f k REM BC MOB BC MOBt t t t t t= ( , , , , * )   (5.3)

Here:
REM  = inflow of remittances as share of GDP;
BC  = bank credit as percentage of GDP;
MOB  = mobile subscription per 100 inhabitants;
BC*MOB = interaction of bank credit and MOB.

Hence, the initial Cobb-Douglas function is amended as:

 y A e kt
REM BC MOB BC MOB

t
t t t t= + + +

0
1 2 3 4 5α α α α α*  (5.4)

The stochastic model in its single logarithmic form for analysis and estimation rea-
son is expressed as:

 ly lk lREM lBC lMOB lBC lMOBt t t t t t= + + + + + +α α α α α α ε0 5 1 2 3 4 *   (5.5)

The hypotheses to be confirmed are:

 1. The explanatory variable capital per capita stock (ly) is associated with real 
output per capita (lk); hence, the sign of lk is positive.

 2. The explanatory variable REM (lREM) is expected to positively influence 
real output per capita (ly). Therefore, the sign of lREM is positive.

 3. The FSD indicator (lBC) has a direct association with real output per capita 
(ly); hence, the sign of bank credit (lBC) is positive.

 4. The ICT indicator (lMOB) is anticipated to positively facilitate growth in 
real output per capita; hence, the sign of (lMOB) is positive.
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On the other hand, since there cannot be any a priori conclusion about the behaviour 
of the interaction term, lBC lMOBt* , it is considered appropriate not to formulate a 
hypothesis but to leave it for the investigation to reach a robust conclusion.

If the interaction term emerges with a positive sign and is found significant as 
well, it would mean that the combined growth effects of the interaction term are 
enhanced in a deeper financial system, with FSD and ICT displaying a complemen-
tary relationship to each other. However, if the interaction variable turns out to have 
a negative coefficient and is also significant, ICT and FSD are substitutes for each 
other. If the interaction variable has a negative sign and is found to be non- significant, 
the two variables are independent of each other.

To examine the existence of a long-run equilibrium relationship among the vari-
ables in the specified model, we employed the bounds-testing procedure advanced 
by Pesaran, Shin, and Smith (2001). The bounds-testing procedure within the autore-
gressive distributed lag (ARDL) context has some technical advantages. It enables 
tests for the existence of a co-integrating relationship between variables even if the 
underlying regressors are I(0) or I(1) (Pesaran & Shin, 1999). It is also considered 
more suitable than the Johansen-Juselius multivariate approach when the sample size 
is small (Mah, 2000; Tang & Nair, 2002). The estimators of the long- and short-run 
factors are consistent (Pesaran & Shin, 1999).

Given that we do not have prior evidence on the course of long-run co-integration 
among the variables, we formulate the following unrestricted error correction model 
equations in the ARDL framework:
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 (5.6)

Here, Δ is the first difference operative and signifies short-term dynamics. The 
coefficients devoted with a period-lagged variable indicate long-term relationships. 
Specifically, two steps are required in this method. First, we estimate equation 5.6 
using the least squares method. Secondly, the confirmation of a long-run relationship 
is traced by imposing restriction on the coefficients of the lagged-level variables by 
equating to zero. Henceforth, the bounds test is based on the F-statistics (or Wald 
statistics) with the null hypothesis of no co-integration (H0: βi1 = βi2 = βi3 = βi4 = βi5 = 
0) and the alternative hypothesis of a long-run co-integration relationship (H1: βi1 ≠ 
βi2 ≠ βi3 ≠ βi4 ≠ βi5 ≠ 0).

The F-statistic of the bounds test is checked with the lower- and upper-band criti-
cal values calculated by Pesaran et al. (2001). However, Narayan (2005) contends 
that because Pesaran’s critical values are on the basis of large observation sizes, 
they cannot be used in a small sample study. Narayan (2005) calculated another set 
of values for small samples. Accordingly, we employ the critical values of Narayan 
(2005). When the estimated F-statistic is higher than the upper-bound critical value, 
then the null hypothesis is rejected. If the F-statistic is lower than the lower-bound 
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critical value, then the null hypothesis cannot be discarded. When the F-statistic falls 
between the lower- and upper-bound critical values, then the result is not conclusive.

We then proceed to estimate the long-run elasticity measures and short-run error 
correction model (ECM). The short-run error-correction-model is useful to study 
short-run dynamics and to ratify the robustness of the estimated parameters of long-
run in regards to equation 5.6. The ECM is specified as shown in equation 5.7:
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 (5.7)

The ECM represents the error correction. It is subtracted from the long-term esti-
mated parameters in equation 5.6. The error correction term is expected to be signifi-
cant and negatively associated with the dependent variable.

5.4 RESULTS AND DISCUSSION

The results of analysis at various steps are presented in this section. These include 
the stationary properties of the series, co-integration analysis, and short-run and 
long-run analyses.

5.4.1 reSultS for unit root teStS

The unit root test results by means of a conventional method are provided in Table 5.5. 
The Augmented Dickey-Fuller (ADF) unit root test show that the null hypothesis that 

TABLE 5.5
Unit Root Test Results

Variables ADF Tstat

In Level In First Diff.

Ly 0.677 8.072*

Lk 1.140 4.629**

lREM 2.371 5.529*

lBC 1.133 3.218**

lMOB 0.259 4.155*

lBC*IMOB 0.101 3.520**

Source: Critical values for ADF test are based on Mackinnon (1996).

Notes: The length lag is based on the Akaike Information Criterion (AIC). The null hypothesis is that a 
series has a unit root (non-stationary). * and ** indicate 1% and 5% level of significance respectively. 
They denote rejection of the null hypothesis.

Prop
ert

y o
f C

RC Pres
s



84 Advances in Management Research

the variables are non-stationary could not be rejected in levels. However, in the first 
difference form, the null hypothesis that the variables are non-stationery is rejected. 
Consequently, we arrive at the decision that the variables in the model are integrated 
of order I (1). The results confirm that the maximum order of integration is one.

5.4.2 co-integration reSult

The bounds F-test outcomes are stated in Table 5.6. The estimated F-statistics is 8.731 
for equation 5.6, which is greater than the upper-band critical values—implying that 
the null proposition of no co-integration is rejected. In addition, the estimated result 
is significant at the 1% level, confirming the presence of long-run relation amongst 
the variables when real per-capita output (ly) is taken as the dependent variable.11

5.4.3 diScuSSion of long-run and Short-run findingS

In the long run, the logs of capital stock and output per capita are positively related 
(Table 5.7). The estimated share of capital stock is 0.376, which is in line with styl-
ized values for developing countries. It is also consistent with empirical results for 
developing economies (Rao, 2010). As expected, the coefficient of log REM, which 
is the measure of elasticity of output with respect to REM, emerged with a positive 
sign and is found significant at the 5% level both in the long and short run. It suggests 
that a 1% increase in REM inflow run would induce a 0.034% increase in per capita 
income; in the short run, a 1% increase would result in a 0.027% increase in per 

TABLE 5.6
Results of the Bound F-Test
Dependent Variable/Independent Variable Calculated 

F-Statistics

Ly 8.731

Lk 2.938

lREM 2.964

lBC 1.393

lMOB 2.198

lBC*lMOB 2.191

Critical Values from Narayan (2004)a

Significance level Lower bound Upper bound

1% 4.4 5.664

5% 3.152 4.156

10% 2.622 3.506

Note: a Critical values for Bounds test are from Narayan (2004), Case D: restricted intercept and no 
trend.
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TABLE 5.7
Estimated Long-run Coefficients: Dependent Variable (ly)
Independent Variable Coefficient Standard Error T-Ratio

Lk 0.369 0.153 2.407**

lREM 0.034 0.014 2.383**

lBC 0.231 0.058 3.969*

lMOB 0.321 0.062 5.132*

lBC×ILMOB 0.087 0.015 5.532*

Constant −2.373 0.605 −3.918**

X2sc: X2(1) = 0.811, X2ff: X2(1) = 0.087, X2n: X2(1) = 0.173, X2hc: X2(1) = 0.995;

R-square= 0.91, DW − stats. = 2.27, SER = 0.009, AIC = 54.35.
Note: *, and ** designates 1%, and 5% level of statistical significances respectively.

capita income. The finding that REM has been supporting economic growth in India 
is consistent with findings of similar studies in other LMICs (Guha, 2013; Giuliano 
& Ruiz-Arranz, 2009).

The results also confirm the hypothesis that an increase in bank credit leads to 
an increase in real output per capita. The estimated elasticity of output with respect 
to bank credit is 0.231, which implies that a 1% increase in bank credit raises per 
capita income by 0.231% in the long run. The effect of MOB representing ICT on per 
capita output is positive and significant in the long run. Our finding is in line with 
that of Kumar et al. (2015) and Niebel (2018) who have shown that there is a positive 
relationship between ICT and economic growth. In the short run, the sign of lMOB is 
positive and statistically significant. The relatively large magnitude of the coefficient 
of lMOB in the long run indicates its predominant role in economic growth.

The interactive term of lBC (representing FSD) and lMOB (representing ICT) has 
a positive sign and is statistically significant, showing that they complement each 
other. By mutually supporting each other, they boost the per capita income in the 
long run.

The error correction term (ECMt−1), which reflects the speed of adjustment 
towards original equilibrium has the correct, negative sign and is statistically sig-
nificant at the 1% level. The estimated coefficient (−0.63) in Table 5.8 indicates that 
deviation from the long-run original equilibrium as a result of any shocks in the cur-
rent period will be adjusted by around 63% in the next time period. Thus, the model 
implies a relatively rapid adjustment to the long-run equilibrium relationship.

5.4.4 diagnoStic teSt reSultS

We examined the diagnostic test results for the stability of the specified model. Here 
we took into consideration the following: (1) Lagrange multiplier test of serial cor-
relation (X2sc), (2) Ramsey’s RESET test for correct functional form (X2ff) using 

Prop
ert

y o
f C

RC Pres
s



86 Advances in Management Research

square of the fitted values, (3) Jarque-Bera’s normality (X2n) test, and (4) test for 
heteroscedasticity (X2hc) using the regression of squared residuals on squared fitted 
values. The findings of the aforementioned tests are reported in Table 5.7. It indicates 
that the specified model does not experience any classical econometric problem. 
There is no serial correlation. The test results also confirm that the sample is nor-
mally distributed. The functional form is correct and the presence of homoscedastic-
ity cannot be rejected.

5.5. CONCLUSIONS WITH POLICY IMPLICATIONS

This chapter undertook an empirical investigation of India’s economic growth and 
remittances nexus with specific focus on ICT as a contingency factor during the 
28-year period of 1990 to 2017. The study adopted the Solow framework with a 
Cobb-Douglas production function with per capita real GDP (y) as a dependent vari-
able and per capita capital stock (k) as a fundamental, independent variable along 
with the chosen variables for the study, acting as shift variables: remittances as per-
cent of GDP (REM); bank credit as percent of GDP (BC), representing financial 
sector development; and mobile phone subscriptions per 100 inhabitants (MOB) as 
a proxy for ICT. We also added an interaction variable, that is, the product of BC 
and MOB, to check whether financial sector development and ICT were acting as 
complements to or substitutes for each other.

The bounds-testing methodology within the ARDL framework (Pesaran et al., 
2001) which has been found to be consistent and suitable for relatively small sample 
size was employed. Following the unit root tests, which showed that all variables 
were of integrated order of one, long-run and short-run models were estimated. The 
tests showed that all the variables were found to be co-integrated and the causality 
linkage ran only from logs of k, REM, BC, MOBS and the interaction variable to 
log of y. All the coefficients, which are elasticity estimates of respective variables, 

TABLE 5.8
Estimated Short-run Coefficients: Dependent Variable (∆ly)
Independent Variable Coefficient Standard Error T-Ratio

∆lyt−1 0.535 0.158 3.380*

∆lkt 0.305 0.153 1.983***

∆lREMt 0.027 0.012 2.237**

∆lBCt 0.012 0.005 2.394**

∆lMOBt−1 0.013 0.006 1.986***

∆lBC×IMOBt 0.050 0.015 3.260*

ECMt−1 −0.630 0.153 −4.112*

Constant −2.373 0.605 −3.198*

R-square = 0.801, X̄Δly = 0.044, σ̂Δly = 0.021, F-stat. (8, 26) = 12.607 (0.001).

Note: *, **, and *** designate 1%, 5%, and 10% levels of statistical significance respectively.
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emerged with positive signs, which were also found to be statistically significant. 
A 1% rise in REM was found to result in a 0.034% increase in per capita real GDP; a 
1% rise in BC led to a 0.231% increase in per capita real GDP; and a 1% rise in MOB 
gave rise to a 0.321% increase in per capita real GDP. The interaction variable was 
found to have a positive sign, which confirmed the existence of a complementary 
relationship between FSD and ICT.

From the policy perspective, it is clear REM and ICT are essential drivers of 
output growth. It is obvious that the advent of ICT has broken a new ground. Mobile 
and Internet banking have contributed to making banking operations less expensive, 
without any additions to brick and mortar branches, and requiring fewer visits by 
customers to banks. The costs of banking operations have come down as the mainte-
nance costs of records have been drastically reduced. Payments procedures through 
use of mobile devices have also lessened the need for holding cash by consumers and 
entrepreneurs. Above all, savings from REM by the recipient families are now more 
swiftly deposited in banks as deposits, which were once frittered away on needless 
consumption. Young and ambitious entrepreneurs in the rural areas, who were hith-
erto denied of banking facilities and hence had no opportunity to put their savings 
and borrow from them, are now able to have access to bank credit.

The ICT revolution, which is still unfinished in India as the digital divide between 
urban and rural areas is still wide, should be carried on with greater vigour. First and 
foremost is the need for improving telecommunication and electricity infrastruc-
ture. Inadequacies in these two fundamentals hamper a widespread use of ICT in all 
economic activities. Improving the accessibility and affordability of ICT services in 
Indian economy would not only reduce the present digital divide but also enhance 
the scale-up effect of ICT use. The efficient use of present-generation phone tech-
nologies like 3G and 4G is necessary.

In catching-up with the rest of the world, ICT should be promoted more effectively 
in the key areas of the economy with main focus in banking and finance, which will 
increase efficiency and productivity, and enhance long-term economic growth. The 
urban areas are with better off and educated groups absorb ICT culture, while the rural 
folks tend to get less involved as their capacity to fully benefit from ICTs is limited.

The impact of ICT is dependent on a host of factors relating to user characteristics 
and environment. The spread of ICT is primarily influenced by an enabling policy 
and regulatory environment and through investment in infrastructure and improved 
digital literacy. The digital literacy, in turn, depends on the quality of education now 
offered in primary and secondary schools in rural areas. Again, the general urban–
rural divide continues to dominate the economic scene in terms of investment in 
infrastructure and equipment in educational institutions in rural areas, just as there 
are inequities in the provision of health and sanitation services between cities and 
villages. The whole picture then changes into one of balanced development, bridging 
the geographical inequalities aside from economic inequities.

Furthermore, improvement in ICT would not only promote economic growth, but 
if properly accomplished, it could become a crucial enabler of business innovation, 
job creation, and new services and industries. To this end, decision makers may 
consider policy incentives such as tax exemption for ICT industries and duty-free 
importation of technological devices.
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NOTES

  1 The criteria observed by the World Bank (2017b) for classifying the countries on the basis 
of gross national income per capita are as follows:

  Low-income countries: GNI less than $1,025 per capita.
  Lower middle-income countries : GNI between $1,026 per capita and $4,035 per capita
  Upper middle-income countries: GNI between $4,036 per capita and $12,475 per capita
  High-income countries: GNI greater than $12,475 per capita
  2 The 2014 Intermedia Financial Inclusion Insight Survey (IFIIS) of 45,000 Indian adults 

conducted by the Consultative Group to Assist the Poor (CGAP) found that 0.3% of adults 
used mobile money, compared to 76% in Kenya, 48% in Tanzania, 43% in Uganda, and 
22% in Bangladesh.

  3 Successful stories have been reported in Indian newspapers and in social media. These 
include: Ghosh (2017) and Hindustan Times (2017).

  4 The World Bank Group and KNOMAD (2018) have estimated that in 2018 remittances 
were US$528 billion, FDI US$473, and foreign aid US$150 billion, while portfolio private 
investment in short-term debt and equity instruments was US$156 billion.

  5 These included setting up postal savings banks and rural and urban cooperative banks. 
These efforts culminated in the nationalization of private banks in two tranches, one in 
1969 and another in 1989, as part of “quit poverty strategy goals”.

  6 In South Asia, Nepal is a low-income country, with Bangladesh, Bhutan, India, Pakistan, 
and Sri Lanka assigned to the group of low middle-income countries.

  7 Remittances were once called unrequited transfers, because they do not have any quid pro 
quo element. There are no expectations of financial return in terms of interest or dividend, 
unlike the long-term FDI or portfolio investments of short-term nature.

  8 India’s foreign reserves touched their highest level ever at US$426 billion in April 2018 
due to inflows of hot moneys, as the expectations of speculators were then high. However, 
export earnings from goods and services had been falling ($317.7 billion in 2014, $266.2 
billion in 2015, and $261.9 billion in 2016). With higher imports, annual current account 
deficits began to widen. Steadily rising remittances however reduced the current account 
deficits: $26.8 billion in 2014, $22.1 billion in 2015, and $15.2 billion in 2016, or in per-
centages of GDP, −1.3%, 1%, and −0.7% respectively. Remittances have been a major 
support, rendering the current account deficits smaller and manageable.

  9 The net inflows into investment and debt instruments were $42.2 billion in 2014–15. They 
dived to a negative figure when outflows surpassed inflows of −$4.1billion in 2015–16. 
They climbed again to $7.6 billion by 2016–17 (Jayaraman, 2018).

 10 The financial sector institutions comprise 93 scheduled banks, of which 27 are public and 
21 are private; the rest are owned by foreign interests. The other institutions include 95,000 
cooperative banks, 56 regional rural banks, post office banks, and 53 insurance companies.

 11 Similar specification is tested using other variables where; lkt, lREMt, lBCt, lMOBt, and   
lBC*lMOBt were treated as dependent variables to estimate the F-statistics.
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Effects of Capital 
Adequacy on 
Operational Efficiency 
of Banks: Evidence 
from Bangladesh

Md. Nur Alam Siddik and Sajal Kabiraj

6.1 INTRODUCTION

The main task of a commercial bank is to extend loans and the greater portion of its 
total assets is shaped by loans. This core function can be well performed by banks 
only when they run in a more efficient manner. In order to induce a sound and safe 
financial system, regulators require banks to keep adequate capital to meet any losses 
incurred and reduce moral hazard behavior (Fungáčová, Solanko, & Weill, 2014).

Minimum capital requirements form the base of contemporary banking regula-
tion, and holding such capital comes with a cost, such as trading off financial stabil-
ity for less liquidity (and efficiency), and inducement of banks to optimize their risk 
taking. In regard to this, Blum (1999) found evidence that a bank may value an addi-
tional unit of equity tomorrow more when there are minimum capital requirements 
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than when such requirements are non-existent. Mitchell (1984) argues that capital 
forms two functions in a bank, namely, financing purchase of assets and protecting 
creditors. Banks argue that loan loss reserves should be included in defining bank 
capital because these accounts perform some of the functions of capital for banks. 
The Basel Committee on Banking Supervision endorsed that banks should maintain 
capital at a level so as to diminish the chance of bank failures. This is termed as 
capital adequacy requisite, and it requires banks to maintain a minimum capital-to-
assets ratio to remain in operation. This requirement of more capital would eventu-
ally make the banks safer, though it will increase their cost of capital. The objectives 
of the constraint can result in either preventing the banks from taking more risk 
to enhance their profits or promoting financial stability that provides a safeguard 
against systemic crises. The Basel Accord was mainly devised as an instrument to 
control and monitor banks’ risk-taking behavior. The reducing chance of investments 
through increasing capital adequacy and will be insolvent. The lower the profitabil-
ity of banks in terms of higher the risk-weighted capital adequacy ratios.

In order to reduce insolvency and promote stability, recently bank supervisors 
advised banks to hold minimum regulatory capital levels (Aggarwal & Jacques, 
2001). This supervisory stress conveys disciplinary guidance to bank managers. 
Capital adequacy is also considered as an indispensable instrument to safeguard 
banks’ creditworthiness and profitability. This is because of the existence of prob-
able information asymmetry between banks and parties that may end in default of 
loans. Banks are required to have sufficient capital, not only to stay solvent, but also 
to withstand catastrophes in the financial system and to ensure operational efficiency 
(Aggarwal & Jacques, 2001).

Allen and Rai (1996) stated that to bring operational efficiency banks must pro-
vide quality banking services to the customers at the lowest possible cost. More spe-
cifically, banks operate efficiently by supplying loans to those customers who have 
been well screened and have a good record of repayment (Athanasoglou, Brissimis, 
& Delis, 2008). Once the loan is provided, careful monitoring of borrowers increases 
operational efficiency of banks by reducing the probability of default. Technical 
efficiency of banks, such as adoption of new technologies while providing services 
to customers and innovation of products tailored to customers, also helps banks to 
achieve operational efficiency.

There is dispute and contradicting views on the issue of whether the regulatory 
requirement for capital promotes bank efficiency and performance worldwide. Some 
researchers have observed that capital adequacy has positive effects on bank perfor-
mance, whereas others argue that bank capital regulation has a negative relationship 
with performance and efficiency of banks.

This research adds to the literature by providing empirical evidence of the 
impacts of the capital adequacy requirement on the operating efficiency of banks 
operating in Bangladesh. In Bangladesh, commercial banks’ financial intermedia-
tion processes are characterized by challenges emanating from high business deal 
costs arising from rising interest rates; high information asymmetry between banks, 
investors, and borrowers, which can give rise to adverse selection and moral hazards; 
low liquidity owing to little savings as compared to consumption by a mass of house-
holds; and problems in delegated monitoring before and after credit competence is 
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advanced. The level of capital is crucial the same as riskiness of bank deposits in 
worried. A bank with inadequate capital is more likely to go bankrupt in the face 
of unfavourable growth on its asset than a satisfactorily capitalized one. Capital, 
being an important managerial conclusion variable, has theoretically been seen to 
influence a bank’s capital structure and the loan policy for the function of credit 
creation and overall wealth maximization. This has implications on the performance 
of banks as financial intermediaries, and hence for the allotment of real resources 
within the economy. This research therefore sought to address these gaps and ana-
lyze in detail the relationship between capital adequacy and operational efficiency 
of Bangladeshi banks.

6.2 LITERATURE REVIEW

The capital base of a financial institution helps it to absorb shocks in the financial 
market. It also signals that the institution will continue to respect its obligations. 
Bichsel and Blum (2005) found that capital regulations help in reducing negative 
externalities (e.g. general loss of confidence in the banking system) in addition to 
boosting GDP. A minimum quantity of capital is essential to protect the bank and to 
assure its customers of its financial stability.

The overall capital adequacy ratio (CAR) measures the amount of a bank’s core 
capital stated as a ratio of its weighted credit exposures. Adequate CAR helps banks 
to absorb unexpected shocks and also indicates that the financial institution will 
honor its obligations. Capital adequacy eventually determines how well financial 
institutions can handle shocks to their balance sheets (Haron, 2004).

6.2.1 PreviouS emPirical StudieS

A number of studies have been conducted that are relevant to this study. Thakor 
(1996) argued that an increase in capital regulations stimulates banks to reexamine 
their inside operations policies with regard to the issue of corporate governance, risk 
valuation techniques, the credit appraisal processes, the hiring of a more competent 
and trained workforce, and better internal control measures. According to Thakor 
(1996), banks with more capital are able to invest in more profitable projects, mag-
nify operations, and manage estimated levels of risks. Thus, the capital adequacy 
requirement is estimated to have a positive effect on bank efficiency.

Applying cross-county data of 72 countries over the period of 1999–2007, 
Barth, Lin, Ma, Seade, and Song (2013) examined the effects of bank supervision 
on operation efficiency of banks and observed that banks of those countries which 
had adopted stringent capital adequacy requirements were found to be more effi-
cient compared to those banks from countries which had adopted flexible capital 
adequacy requirements. Chortareas, Girardone, and Ventouri (2012) employed data 
from 2000 to 2008 on 22 EU countries and found that capital requirements had sig-
nificant effects on the operating efficiency of banks. In contrast, Altunbas, Carbo, 
Gardener, and Molyneux (2007) conducted a study on banks in 15 European coun-
tries for the period of 1992–2000 and found significant negative impacts of bank 
capital adequacy on operating efficiency of banks.
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Hahn (2002) studied the effects of Basel I on credit growth of 750 universal banks 
in Austria during the period 1996–2000 using a panel-econometric approach. To 
define the impacts of the opening of Basel I from other shocks, the author proscribed 
the impacts caused by loan demand shocks by counting several variables, such as the 
collective output gap and the collateral value of real estate. The findings showed that 
minimum capital holding had a negative impact on credit creation in that country. 
The author also provided proof that amount of obtainable bank capital may work as 
a binding restraint on liquidity and credit creation.

Diamond and Rajan (2000) also observed that an upturn in the capital adequacy 
ratio can result in a credit crisis for the poor and can possibly lessen the debt weight 
of the rich as more security has an unfavourable distributional penalty. Marvin, 
Lawrence, Angelo, and Tereso (2012), using capital adequacy, management quality, 
asset quality, earnings performance, and liquidity (CAMEL framework), conducted 
empirical tests to evaluate the possible impact of economic, regulatory, and bank-
specific characteristics on bank intermediation and credit creation in the ASEAN+3 
region. Data for the period 2006–2010 exposed, among other things, that bank equity 
matters in net interest margin but not in the purpose of net loans and regulations do 
not have uniform effects. In terms of the effects of regulatory variables, the ampli-
fication of the reserve requirement reduces the capability of banks to make loans.

Bikker and Hu (2012) employed data on banks of 26 countries and found no sup-
port for the credit crisis research. As banks naturally hold the least amount of capi-
tal necessary, they found that capital requirements do not seem to be compulsory 
restrictions on advance supply.

Furfine (2001) incorporated explanations into a hypothetical model that used 
real US bank data to replicate bank reactions to changes in capital requirements. 
The author found that collective advancing in the US fell in the early 1990s for 
the following reasons: (1) greater regulatory scrutiny, (2) less demand for loans due 
to the Great Recession, and (3) higher capital requirements mandated by Basel I. 
The author states that “some form of regulatory participation, either raising capital 
requirements or increasing regulatory monitoring, was a necessary supplier to the 
credit crisis. That is, the experiential portfolio adjustment undertaken in the early 
1990s could not have been merely the result of altering economic circumstances or 
worldly change” (Furfine, 2001).

Honda (2002) examined credit creation by Japanese banks and found that execu-
tion of Basel I decreased aggregate bank lending by a significant amount. Using New 
England data, Peek and Rosengren (1995) found that credit availability was not con-
nected to episodes of disintermediation but rather due to banks facing binding capital 
constraints, an experience they termed “capital crunch”. They found that it was hard 
to divide the diminishing in demand for loans that occurred in the collapse from the 
diminished supply of loans. To alleviate this, they used cross-section data on New 
England banks facing a similar local economic downturn and found that banking 
institutions facing a capital crisis regularly modified their balance sheets by either 
issuing new securities (to raise capital) or regularly switching to assets that required 
less equity, from the ones that required more, and therefore reduced loan ease of 
use to businesses, exacerbating the critical situation (Peek & Rosengren, 1995). 
Mwega (2009) found that capital requirements minimize the likelihood that banks 
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will go bankrupt if sudden shocks happen. He distinguished that the higher the risk-
weighted capital adequacy ratio, the lower the probability that commercial banks will 
be exposed to the risk of insolvency, and that therefore a negative connection exists 
between the risk-weighted adequacy ratio and insolvency of commercial banks.

6.3 RESEARCH METHODOLOGY

6.3.1 SamPle and data collection

Out of 41 private commercial banks, 23 commercial banks were undertaken on the 
basis of data availability. This research used secondary data from audited annual 
reports over a five-year period of 2013 to 2017.

6.3.2 econometric model

 OPEF CAR ROA LQD SZ NPLit it it it it it it= + + + + + +α0 β β β β β ε1 2 3 4 5  (6.1)

In the model, α0 is the constant term. OPEF refers to the operational efficiency of 
bank i in period t. CAR is the capital adequacy ratio. ROA signifies the return on 
asset, LQD refers to liquidity, SZ is the size of the bank, and NPL refers to non-
performing loans, β1−5 are the regression coefficients of respective independent vari-
ables, and ε is the error term.

6.3.3 definition of variaBleS

6.3.3.1 Dependent Variable
The operating efficiency ratio (OPEF) refers to how much expenditure is occurred 
than operating income to run smoothly operating activities that affect bank’s perfor-
mance. This ratio is determined as follows:

OPEF =
Operating expense

Operating income

6.3.3.2 Independent Variables
Capital adequacy ratio (CAR): The total capital of the bank articulated as a percent-
age of its total risk-weighted assets. The formula for CAR is as follows:

CAR =
Total capital funds

Total risk-weighted assets

Return on asset (ROA): The returns on assets of the bank measured by the ratio of 
the bank’s profits over the bank’s total assets. This ratio shows the effectiveness of 
management in the use of shareholders’ funds. We calculate ROA as follows:

ROA =
Net income

Total assets
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Liquidity ratio (LQD): Liquidity ratio refers the ability of probable investment as 
loans using total deposits. The relationship of liquidity is positive with return on 
investments. The formula we used is as follows:

LQD =
Net loans

Total deposits

Bank’s size (SZ): This is measured by taking the natural logarithm of the total assets 
of a bank.

Non-performing loan (NPL): This is a gauge of credit risk management that 
explains how banks cope with their credit risk and is measured by the share of bad 
loans over the total assets of the bank.

6.4 RESULTS AND DISCUSSIONS

From Table 6.1, we find that operating efficiency averaged 52% with minimum and 
maximum values of 28.64 and 94.01 respectively. This means that typically the oper-
ational expenses of any bank will encompass only 52% of the bank’s total income. 
Capital adequacy has a mean of 13.4508 and minimum and maximum values of 6.62 
and 80.43 respectively. This implies that most of the banks in Bangladesh maintain 
the minimum capital adequacy ratio. Bangladesh imposes a greater capital require-
ment to establish a new bank. Then, commercial bank will fall liquidity crisis for 
investments, instant demands of clients. Liquidity has a mean of 72.9342 with mini-
mum and maximum values of 2.07 and 99.65 respectively. It indicates that banks do 
not depend on other sources of funds.

The correlation matrix of the variable included in the model is presented in 
Table 6.2. The correlation matrix shows that the data are random, implying that the 
model is reliable and stable. Lower correlation implies that there is low multicol-
linearity, and as such not an issue in our analysis.

6.4.1 regreSSion reSultS

In determining whether to use fixed-effect analyses and random-effect analyses, 
we used the Hausman test, which examines whether the null hypothesis displays a 

TABLE 6.1
Descriptive Statistics
Variable Obs. Mean Std. Dev. Min. Max.

OPEF 115 52.8009 3.3680 28.64 94.01

CAR 115 13.4508 5.0945 6.62 80.43

ROA 115 1.1148 0.5424 0.01 3.81

LDR 115 72.9342 12.4889 2.07 99.65

SZ 115 12.1906 0.8973 8.97 14.55

NPL 115 1.4517 2.3971 0.00 8.68
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statistical dissimilarity (Hausman, 1978). If so, the fixed-effect regression is a better 
fit to the analysis. Otherwise, the random-effect regression model should be used. 
Based on the results of the Hausman test, we employed fixed-effects regression 
analysis.

Table  6.3 shows that the capital adequacy ratio (CAR) has significant positive 
effects on operating efficiency of banks, which implies that strict capital regulation 
improves banks’ operational efficiency. This finding is similar to the findings of 
Das and Ghosh (2006). The main implication of this finding is that it will stimulate 
regulators to adopt bank capital regulations and at the same time banks will have 
the impetus to maintain the CAR because it improves their operational efficiency. 
Table 6.3 also shows that return on asset (ROA), liquidity (LQD), and non-performing 
loan (NPL) have significant negative impacts on the operating efficiency of banks. 
Meanwhile, we found bank size had a positive but insignificant impact on operating 
efficiency of the banks.

TABLE 6.2
Correlation

OPEF CAR ROA LDR SZ NPL

OPEF 1.0000

CAR 0.1264 1.0000

ROA −0.3942 0.1838 1.0000

LQD −0.1283 −0.2136 −0.2136 1.0000

SZ 0.2614 −0.5406 −0.2927 0.1568 1.0000

NPL 0.0278 −0.0606 −0.308 0.3025 −0.0015 1.0000

TABLE 6.3
Fixed Effect Regression Results
Explanatory 
Variable

Dependent Variable: OPEF

Coefficient Robust SE t P > | t |

CAR 0.200327 .0620083 3.23 0.002***

ROA −2.12365 1.066076 −4.81 0.000***

LQD −0.07638 .0600035 −2.27 0.018**

SZ 0.947103 1.476455 0.64 0.524

NPL −.2312179 .3983501 −2.33 0.088*

_cons 6.74438 1.25426 2.88 0.006***

No. of obs. 115

R-squared 0.4169

F-statistic 11.08***

Note: * signifies variable significant at 10%; ** signifies variable significant at 5%; and *** signifies 
variable significant at 1%.
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6.5 CONCLUSION

The banking sector constitutes a main component of financial trade. The creation of 
credit forms the core business of every bank by utilizing 85% of deposits available 
(Saunders, Cornett, & McGraw, 2006). Financial institutions have a great role in 
financing economic growth, and this is one reason that they are highly monitored 
through various regulatory measures. The capital adequacy requirements may have 
played a major role in several bank mergers, acquisitions, conversions, and liquida-
tions that occurred in Bangladesh for compliance purposes. It has also been proved 
that in this new competitive environment large banks will survive and small banks 
will only survive if they specialized in a few of their activities. This study aimed at 
establishing the effect of capital adequacy requirements on operational efficiency of 
commercial banks in Bangladesh. Employing data of 23 Bangladeshi commercial 
banks over the period of 2013–17, fixed-effects regression results indicate that the 
capital adequacy ratio has a positive impact on the operational efficiency of banks. 
From the research findings, we conclude that there is significant positive rapport 
between capital adequacy requirements and operating efficiency of commercial 
banks in Bangladesh. This study was limited only to the factors that originate from 
capital adequacy requirements; it did not examine interest rate shocks, variations in 
demand for credit, and other macroeconomic shocks that are equally vital.
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7.1 INTRODUCTION

The stock market is a complex yet a sophisticated mechanism to channel savings into 
investments. However, with the increasing volume of trade, prediction of stock prices 
has become even more challenging. Thus, some investors profit from these fluctua-
tions while others lose ample amounts of investments. An investor wants guaranteed 
returns with minimum risk. This has inspired researchers to evolve and develop 
predictive models. Researchers have made predictions based on daily returns and 
monthly returns, where it has been observed that these fluctuations are merely cor-
rective movements of the stock market. However, the existence of the predictive 
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capability of the stock market has been an inconclusive study. Thus, prediction of 
the financial market needs to be researched in order to empower effective investment 
strategies for investors and professionals.

Practitioners and academicians have proposed various models based on modern 
and traditional theories of investments such as random walk theory, the capital asset 
pricing model, and technical and fundamental analyses to give a more accurate fore-
cast. The fundamental analysis entails an in-depth analysis of the economy, industry, 
and company, assuming that the trading price of the company depends on its intrin-
sic value and the expected return of the investors. In contrast, the technical analysis 
assesses past stock price trends and uses price, volume, and open interest statistical 
charts to predict future prices with correctional changes. The philosophy behind the 
technical analysis is that any factor can affect the market at any given point of time. 
It may be internal or external (Mendelsohn, 2000).

Over the years, several scientific fields have merged with finance to provide bet-
ter input for making predictions. Disciplines such as psychology have suggested 
the behaviour of market participants as a possible explanation of this fluctuation, 
whereas the field of economics has empirically proved the influence of macroeco-
nomic factors such as inflation to be the cause of the stock movement. Even the field 
of artificial neural networks has contributed to the study and recording of the pat-
tern from the data. Statistical tools such as regression, exponential smoothing, and 
generalized autoregressive conditional heteroscedasticity (GARCH) have been used 
to analyze stock market dynamics. Yet, the objective of all these statistical, econo-
metric, and social sciences is the same, that is, to predict the movement of the stock 
market. Thus, ARMA and ARIMA models are amongst the most prominent models 
of prediction.

The autoregressive moving average (ARMA) and autoregressive integrated mov-
ing average (ARIMA) models are considered to be the most robust and efficient 
models for time series forecasting. These models estimate autocorrelation and partial 
autocorrelation, which help in identifying existing patterns in stock market move-
ments. Fluctuations in the financial market have an adverse effect on the confidence 
and psychology of investors as many retail investors incur losses. The identification 
of these patterns can help in predicting another financial crisis or any underlying 
economic problem to take corrective action. Thus, the objective of this study was to 
conduct a time and frequency analysis of the Indian stock market. Furthermore, it 
sought to test the presence or absence of the random walk theory in the Indian stock 
market. This study also sought to address the predictive capability of stock price 
movements.

7.2 THEORETICAL BACKGROUND

Many traditional, modern, and behavioural theories have been developed to explain 
the movement of the stock market. However, the pattern of stock price movement 
can be explained by the random walk theory. The premise of the random walk 
theory begins with the basic assumption that stock exchange markets are efficient. 
Efficient markets are markets where all the information is available to the public. It 
further assumes that consecutive price changes of the stock market are independent 
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and random. The efficient market hypothesis has three levels of markets, namely 
the weak form, semi-strong form, and strong form. The weak form assumes that 
all information is reflected in past prices. Thus, the random walk theory implies 
that events cannot be predicted, which is the basis of the weak form of the effi-
cient market hypothesis theory. Similarly, in the semi-strong form, the available 
public information mirrors stock prices, making it impossible to benefit from the 
fundamental analysis. Finally, the third level of efficient market is the strong form, 
which suggests that both public and private information are reflected in the cur-
rent prices. Thus, the application of the random walk theory and efficient market 
hypothesis suggests that it is impossible to predict stock prices. Consequently, the 
theory also proposes that it is not possible to earn more returns than the market 
returns as the stock prices reflect all available information. Additionally, it sug-
gests that new information supplied to the market is random. However, the prin-
ciple of technical analysis, which concludes that a stock’s future price movement 
can be forecasted by observing historical prices through charts and indicators, is 
invalidated by this theory.

In research undertaken to predict stock price movements, the efficient market 
hypothesis and random walk theory have been used interchangeably. However, the 
efficient market hypothesis bases its inference on the impact of information asym-
metry on stock price predictability, whereas the random walk theory addresses the 
existence of the pattern of stock prices. These theories further suggest that even the 
fundamental analysis, which is a study of the overall financial health of the economy, 
industry, and the business of the company, assumes that an investor cannot outper-
form the market. Accordingly, any return over and above the market return may be 
credited to the skill set of the financial analyst and entail the study of behavioural 
finance.

7.3 LITERATURE REVIEW

Fama (1965, 1991) made a notable contribution to stock price forecasting in the form 
of the random walk theory. Yet, there is a vast difference in the price movement of 
the stock markets in developed and developing countries. Thus, the theory may not 
hold true for all the stock markets. Many prominent researchers have attempted to 
detect the presence of random walk in the Indian stock market. Historically, Rao and 
Mukherjee (1971) and Sharma and Kennedy (1977) used the run test and spectral 
density to prove the existence of random walk theory in the monthly return of the 
Bombay Stock Exchange (BSE). Furthermore, using autocorrelation and run tests, 
it has been found that the weak form of market was inefficient (Chaudhuri, 1991; 
Poshakwale (1996).

Mallikarjunappa and Afsal (2007) established that stocks were highly correlated, 
suggesting an inefficient weak market from 2003 to 2006. However, there are stud-
ies that have concluded that there is neither the presence of random walk nor a weak 
form of market (Khan et al., 2011). Gupta and Siddiqui (2010) used Kolmogorov-
Smirnov test (K-S) test along with run test and autocorrelation test to disprove the 
presence of the weak form of market. Guidi, Gupta, and Suneerl (2011), while testing 
market efficiency, concluded that it was indeed possible to earn above-the-market 
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returns by analyzing past stock prices. Thus, the existing literature provides incon-
clusive evidence with respect to the random walk theory.

The literature demonstrates the use of autocorrelation as an econometric tool to 
detect the presence of a pattern in the stock market used to study random walk theory. 
The autoregressive moving average (ARMA) and autoregressive integrated moving 
average (ARIMA) models have been applied for forecasting stock prices and test-
ing the random walk theory. In this section, selected studies have been mentioned. 
In earlier studies, evidence of the presence of random walk behaviour in Indian 
stock market returns was found (Gupta, 1985). Furthermore, Amanulla and Kamaiah 
(1998) examined the distribution pattern of increments of stock market returns on 
BSE indices using the ARIMA model to conclude that the equity market was effi-
cient in weak form. However, there is evidence against the random walk theory, 
as found by Poshakwale (2002). The ARIMA model has been used to forecast the 
future stock indices, both for Indian and foreign stock exchanges. Banerjee (2014) 
applied the ARIMA model to forecast the future prices of the Indian stock exchange. 
Similarly, Jin, Wang, Yan, and Zhu (2015) demonstrated the predictive capability 
of the ARIMA model to model the closing value of the Shanghai Composite Stock 
Price Index. In recent studies, Ashik and Kannan (2017) applied the Box-Jenkins 
approach to examine the Nifty 50 index to model the closing stock price of the index. 
The research further concluded that Nifty 50 displayed a decrease in fluctuation for 
the year 2015. Pradesh, Venkataramanaiah, and Campus (2018) compared the fore-
casted and actual data for a 10-year study on BSE Sensex using the ARIMA model 
to conclude that the investors chose as per the expected returns. Thus, no conclusive 
results can be drawn and the accurate prediction of stock market is an ongoing area 
of research.

7.4 RESEARCH METHODOLOGY

This study attempted to examine the pattern of stock movement of the Indian 
stock market. The S&P BSE 500 index was selected for the study as it represents 
93% of market capitalization, covering all major industries in the Indian economy. 
The variable used for the study is the daily closing value of S&P BSE 500 from 1 
February 1999 to 31 August 2018. The closing prices reflect all the activities of the 
index on that particular day. The stationarity of time series data has been assessed 
using the augmented Dickey-Fuller test. Furthermore, the normality of the time 
series has been tested using Jarque-Bera test. In the study, the ARMA method has 
been used to develop a model for stock forecasting. The ARMA model has been 
developed using the EVIEWS software version 10. The automatic ARIMA forecast-
ing helps in determining the appropriate ARIMAX specification. The series yt fol-
lows an ARIMAX (p, d, q) model if:

 
D y d X v

v v v v

t
t t

t t t p t p t t q

,( ) = +

= + +…+ + + +…+− − − − −

β

ρ ρ ρ θ θ θ1 1 2 2 1 1 2 2  t q−

 (7.1)

The exogenous variable X is a constant and trend term. The non-seasonal ARIMA 
models use parameters p, d, q; which refer to the autoregressive, differencing, and 
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moving average terms for the non-seasonal component of the ARIMA model. Thus, 
the selection of the levels of difference, the number of AR and MR terms, is based 
on a model selection criterion such as the Akaike information criterion (AIC) and 
the Schwarz information criterion (SIC or BIC). ARIMA modeling is also named the 
Box-Jenkins methodology, as it comprises a series of activities such as identifying, 
estimating, and diagnosing ARIMA models of a time series.

7.5 RESULTS AND DISCUSSION

7.5.1 graPhic analySiS of cloSing value of the S&P BSe 500

The spike graph in Figure 7.1 clearly shows that although the closing value of the 
index has been rising, there is no specific pattern in the closing price of the BSE 500 
index. It can be observed that there is a sudden drop in the year 2008–2009 due to 
the global financial crisis. From the year 2009, volatility and investor response to the 
aftermath of the financial crisis is evident in the graphic presentation of the closing 
value of the index.

7.5.2 normality teSt

The time series was subject to normality testing using the Jarque-Bera test as shown 
in Figure 7.2. The results suggest that the time series rejects the assumption of nor-
mal distribution which further confirms that the closing values of the index do not 
follow a normal pattern. The average closing price of the S&P BSE 500 price index 
from its inception until the 1st October 2018 has been Rs.5888.817 and the maximum 
closing price on a particular day was Rs.15846.20.

The objective of the research was to capture and predict the movement of the 
Indian stock market. As per the National Bureau of Economic Research, the recession 

FIGURE 7.1 Graph of closing value of the S&P BSE 500 from 01-02-1999 to 01-10-2018.
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ended in June 2009. Pandey, Patnaik, and Shah (2017) further proved that the reces-
sion for the Indian economy ended at the beginning of the third quarter of 2009. 
Thus, the data have been bifurcated accordingly. The data have been segregated into 
two sets of data: (1) 01-02-1999 to 01-06-2009 and (2) 01-06-2009 to 01-10-2018.

7.5.3 Stationarity teSt

The time series, namely, pre-recession and post-recession, were subject to a stationar-
ity test. The augmented Dickey-Fuller test results, as shown in Table 7.1, suggest that 
the daily closing prices of the S&P BSE 500 are stationary at first-order difference.

7.5.4 autoregreSSive moving average model Selection

Using the ARMA forecasting, EVIEWS 10 software was utilized for the selection of 
the appropriate dependent variable and model criteria. A number of iterations using 
the Box-Jenkins method were computed in the software to select the appropriate 
model. The ARMA model was popularized by Box-Jenkins as follows:

 X c Xt t
i

p

i t
i

q

t t= + + +
=

−
=

−∑ ∑ 
1

1
1

1ρ θ  (7.2)

Table  7.2 represents the dependent variable selected for the analysis of the 
movement of the Indian stock market. Pre-recession, the closing value of the S&P 

FIGURE 7.2 Jacque-Bera normality test for the closing value of the S&P BSE 500 index.

TABLE 7.1
Results of Augmented Dickey-Fuller Test
Time Series T-Statistics Probability Level

Pre-recession −42.93215 0.0000 I (1)

Post-recession −44.18608 0.0001 I (1)
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BSE 500 was stationary at the first-level difference. Thus, the automatic iterations 
selected the first-level difference, D (CLOSE), as the dependent variable. While esti-
mating 25 models for 2578 observations, the model with the lowest Akaike infor-
mation criterion value, 11.21368, was selected for pre-recession. Similarly, for the 
period after the recession (01-06-2009), due to increased volatility the automatic 
ARIMA forecasting model selected DLOG (CLOSE) as the dependent model, sug-
gesting that the closing value of the index was stationary after taking the logarithm 
of the first-level difference. Twenty-five iterations of the model consisting of 2319 
observations were calculated and the lowest AIC value of −6.39364 was selected. 
Figures 7.3(a) and 7.3(b) show the iterations of the respective models of pre-recession 
and post-recession.

In Figures 7.4(a) and 7.4(b), the AIC (Akaike information criteria), LOGL, BIC 
(Bayesian or Schwarz information criterion), and HQ values of the prospective mod-
els of sample pre-recession and sample post-recession have been calculated. Using 
the AIC values, the models of the respective samples have been selected. For sample 

TABLE 7.2
ARMA Model Selection Criterion
Sample No. Sample Dependent 

Variable
No. of 
Obs.

Estimated 
ARMA 
Models

Selected 
ARMA 
Model

AIC 
Value

Pre-Recession 01-02-1999 to 
01-06-2009

D(CLOSE) 2578 25 (4,4), (0,0) 11.21368

Post-Recession 01-06-2009 to 
01-10-2018

DLOG(CLOSE) 2319 25 (1,0), (0,0) −6.39364

Source: Author’s calculations.

FIGURE 7.3 (a) AIC model: 01-02-1999 to 01-06-2009. (b) AIC model: 01-06-2009 to 
01-10-2018.
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pre-recession (01-02-1999 to 01-06-2009); the AIC value was 11.21368 and the BIC 
value was 11.236392 for the ARMA model (4, 4) (0, 0). The selection criteria for 
post-recession (01-06-2009 to 01-10-2018) shows the value of AIC was −6.39364 and 
the BIC value of −6.386207 for the ARMA model (3, 2) (0, 0).

7.5.5 equation analySiS

The ARMA equation analysis is based on the transformation of the dependent vari-
able by taking the natural log, selecting the level of difference, and then selecting 
exogenous regressors and ARMA terms. It can be noted from Figures  7.5(a) and 
7.5(b) that the variable selected for the period before the recession (01-06-2009) 
is first-level difference of the closing value of the index. However, for the period 
after 01-06-2009, log value with first-level difference of the closing price has been 
selected. Natural logs of variables are often selected when there is an exponential 
growth rate in the change in increase and decrease of the variables. Thus, it can be 
concluded that due to the increased volume and volatility there has been an exponen-
tial change in the closing value of the selected index.

In Figures 7.5(a) and 7.5(b) the ARMA equation has been tested for autoregressive 
(AR) terms 1 to 4 and moving average (MA) terms 1 to 4. The optimization method 
of Berndt-Hal-Hal-Hausman algorithm (BHHH) has been applied to the maximum 
likelihood test. For the sample I, 2578 observations with 103 iterations, it can be 

FIGURE 7.4 (a) Iterations: Pre-recession. (b) Iterations: Post-recession.
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observed that AR terms 1, 2, and 4 are significant and MA terms 1, 2, and 4 are 
significant, which was suggested by the automatic ARIMA forecasting. However, 
for post-recession, 2301 observations and 132 iterations, it can be observed that only 
AR terms 1 and 4 and MA terms 1 and 4 are significant. The maximum likelihood 
variable, SIGMASQ, is also statistically significant.

7.5.6 imPulSe reSPonSe

The impulse response function traces the one-time shock in the innovation (reac-
tion of the previous stock prices). Figures 7.6(a) and 7.6(b) reflect the shocks associ-
ated with the stock markets for the time period before and after 01–06–2009. In 
sample pre-recession, it can be observed that there are multiple shock waves in the 
time series, which reflect a highly volatile market with multiple corrections in stock 
prices.

Any correction beyond 30–40% in stock prices is considered to be a crash in the 
market. Thus, the impulse response of sample I clearly reflects the financial crisis. 
In the post-recession period, it can be observed that there are shocks in the financial 
market but the correctional changes in the stock prices adjust the movements faster. 
It can further be deduced that the model for the post-recession series is stationary as 
the impulse response is asymptote to zero and the accumulated response asymptote 
to its long-run value.

FIGURE 7.5 (a) Equation output: Pre-recession period. (b) Equation output: Post-recession 
period.
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7.5.7 autocorrelation and Partial autocorrelation

A correlogram compares the autocorrelation pattern of the structural residuals with 
that of the estimated model for a specified period of time. Figures 7.7(a) and 7.7(b) 
have specified a graphical comparison over 24 periods/lags. Since the models are 
stationary, both the actual and second sample movements are depicted in the graphs. 
It can be noted from Figure 7.7(a) that in the period before 01-06-2009 only models 
could be fitted only till period/ lag 11, while in Figure 7.7(b) it can be observed that 
the longer the period (more than period/lag 7), the more inaccurate the predictions 
become. It can be inferred that the ARMA models are more accurate for short-term 
predictions of stock prices.

7.5.8 frequency analySiS

The ARMA frequency spectrum shows the spectrum of estimated ARMA terms 
in the frequency domain, rather than the time domain. The spectrum of ARMA is 
a function of its frequency λ, where λ is measured in radians, taking value from π 
to −π. If a series has white noise, then the frequency spectrum is a flat horizontal 
line. Figures 7.8(a) and 7.8(b) depict the frequency spectrum of the pre-recession 
and post-recession periods. When the ARMA model has a strong AR component, 
the frequency graphs have high cyclic frequencies, as displayed in Figures 7.8(a) 
and 7.8(b). It can further be observed from the figure that post-recession does 
not have a very strong AR component, yet has a cyclic component. It can be 
understood that due to a more aware investor, the fluctuation can be reduced. As 
interpreted before, the ability of the market to adjust according to the prevalent 
market has improved after the financial crisis. Thus, the pre-recession period has 
a smaller π value.

FIGURE 7.6 (a) Impulse response: Pre-recession. (b) Impulse response: Post-recession.
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7.5.9 forecaSt analySiS

The forecast analysis entails the forecasting of the ARMA equation to create a 
dynamic forecasted series named CLOSEF with a margin of error of ± 2 Standard 
Error for the pre-recession and post-recession periods. In Figure 7.9, it can be noted 
that the forecasted series is almost similar to the actual values until 2003. However, 
from the 2003, the financial bubble started developing to the extent that the actual 
values exceeded the error margin. Finally, the actual value started falling drastically 
from the 2007 until the period 01-06-2009.

FIGURE 7.7 (a) ACF and PACF: Pre-recession. (b) ACF and PACF: Post-recession.

FIGURE 7.8 (a) ARMA frequency spectrum: Pre-recession. (b) ARMA frequency spec-
trum: Post-recession.
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In Figure 7.10, it can be observed that there is a difference between the actual 
and the forecasted series, yet it falls within the standard error margin. Moreover, the 
symmetric mean average absolute error percentage (MAPE) is lower for the post-
recession period (44.49) as compared to MAPE of the pre-recession period (74.63). 
It can further be noticed that due to small and immediate corrections in the period 
after 01-06-2009, even with a highly volatile market, the economy has not started the 
cycle of another recession. Thus, the results of the autocorrelation partially reject the 
random walk theory for a shorter duration.

7.6 CONCLUSION

The Indian stock market is a highly sophisticated market with the best compliance 
and prudence norms issued by Security Exchange Board of India (SEBI). Over the 
years, the volume of stock trade has increased. With the increasing volume, the 

FIGURE 7.10 Forecast analysis: Post-recession period.

FIGURE 7.9 Forecast analysis: Pre-recession period.
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volatility of stock prices has increased. Thus, it is important to study the move-
ments of stock prices as there is a lot more at stake as the number of retail investors 
continues to grow. This study examined the time and frequency of the movement of 
share prices. The study used the ARMA method to study the actual and forecasted 
values. The time series selected for the study was the daily closing value of the 
S&P BSE 500 index from 01-02-1999 to 31-08-2018. This time series was bifur-
cated into two series from 01-01-1999 to 01-06-2009 and 01-06-2009 to 31-08-2018 
as the National Bureau of Economic Research suggests that the recession officially 
ended in June 2009. The time series were not normally distributed, which confirms 
the volatile movement of the market. The study utilized autoregressive terms 1 to 4 
and moving average terms 1 to 4 to analyse the ARMA structure. With the of cor-
relogram and impulse function it can be suggested that the model is fit for a smaller 
time period. The longer the time period, the more inaccurate the predictions. The 
frequency spectrum graph suggested that there is strong component of autoregres-
sive (AR) movement in the period before the recession while after the recession due 
to frequent correctional changes the AR movement did not have high peaks.

The time series suggests that both sample periods were highly volatile, but due 
to the first-time exposure to the financial crisis the actual and forecasted values dif-
fered to a large extent. It can be concluded that small corrective pricing from the year 
2009 to the current period have enabled a highly volatile market, yet it is unlikely 
that any chain of recession events will take place. It can also be associated with 
the increased investor awareness and financial literacy. Furthermore, the role and 
accountability of financial intermediaries has improved. The conclusion of the study 
entails the acknowledgement of the fact that the Indian stock market does not solely 
function on the previous prices, but that external factors play an equally important 
role in determining prices. The Indian stock market is a sentimental market where 
rumors can fuel the movement of stock prices in any direction. Thus, it becomes 
difficult to predict stock prices. The limitation of the study is that better models of 
neural network analysis can be used to better forecast stock prices. Yet, it is further 
proposed to conduct event studies to conclude which particular factor impacts stock 
movements more.
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Behavioural Biases 
and Trading Volume: 
Empirical Evidence from 
the Indian Stock Market

Sunaina Kanojia, Deepti Singh, 
and Ashutosh Goswami

8.1 INTRODUCTION

Financial analysts have long puzzled over the behavior of investors towards trad-
ing in the stock market. Several attempts have been made to understand the driving 
forces behind investors’ trading behavior. According to behavioral theorists, two 
behavioral biases increase stock market trading volume. These are overconfidence 
and the disposition effect. Overconfidence is overestimating one’s actual ability to 
predict stock performance relative to others (Moore et  al., 2007). Overconfident 
investors believe that they perform better than others in the stock market. According 
to Shiller (1997), “Overconfidence is associated with people in their own judgments; 
these individuals underestimate the margins of error likely to be committed”. Odean 
(1998) and Gervais (2001) found that overconfident investors trade more than normal 
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investors and lose the most. High market returns make the investors overconfident, 
and as a consequence, these investors trade more than others.

The disposition effect is another factor that influences trading by individual 
investors in the stock market. Statman (1985) was the first to analyze the disposi-
tion effect using the prospect theory and found that investors treat unrealized losses 
and gains in different ways. They prefer to hold on to losers, but to sell the winners, 
which, in turn, increases the trading volume of the stock, whose price increases. 
Previous studies have indicated that overconfidence and disposition affect the trad-
ing volume in the stock market (Statman, Vorkink, & Thorley, 2006; Chuang & 
Lee, 2006; Glaser & Weber, 2007; Adel & Mariem, 2013). However, the presence 
of these two biases has yet to be documented in the emerging markets. This study 
attempts to capture the impact of these two biases on the trading volume in the 
Indian stock market.

8.2 REVIEW OF THE LITERATURE

A number of studies have been done to gauge the relationship between stock 
returns and trading volume in different market scenarios. Weber et al. (1998) 
conducted a controlled laboratory experiment of buying and selling of six hypo-
thetical stocks in the normal course of 14 trading rounds and found that sub-
jects are about 50% more likely to realize gains as compared to losses. Further, 
Ezzeddine et al. (1998) analyzed the monthly return and trading volume in the 
Tunisian market using the vector autoregressive model (VAR) and associated 
impulse response functions and found evidence of overconfidence bias in the 
Tunisian market. Billings et al. (2001) used gender as a dependent variable to 
study the impact of overconfidence bias. The study analyzed the common stock 
investments of men and women between 1991 and 1997 for 35,000 households 
at the New York Stock Exchange and found that men are more overconfident 
than women. They trade 45% more than women (based on monthly portfolio 
turnover), and the returns of men are reduced by 2.65 percentage points a year 
as opposed to 1.72 percentage points for women due to excess trading rather 
than poor selection of stock. Siwar (2006) used time series regression, VAR, 
and GARCH models to examine the presence of overconfidence and disposition 
effect and found a strong relationship between trading volume and past stock 
returns in the French stock market. Weber et  al. (2007) conducted an online 
survey to measure different facets of overconfidence such as miscalibration, 
volatility, and better-than-average effect and found that investors who think that 
they are above average in terms of investment skills or past performance trade 
more than others. Zaine (2013) used VAR and associated impulse response 
functions to analyze the monthly return and trading volume between 2000 and 
2006 and found evidence of overconfidence bias in the Chinese stock market. 
However, no evidence of disposition effect was found in the Chinese market. On 
the basis of the extant literature, this study used VAR and the impulse response 
function to understand the impact of overconfidence and disposition on the 
Indian stock market.
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8.3 OBJECTIVES OF THE STUDY

This study had three main objectives:

 1. To capture the impact of overconfidence on trading volume in the Indian 
equity market.

 2. To capture the impact of the disposition effect on trading volume in the 
Indian equity market.

 3. To segregate the impact of overconfidence and the disposition effect on the 
volume of transactions in the Indian equity market.

8.4 HYPOTHESES

In order to examine the relationship between the trading activity and the lagged 
returns, the following sub-hypotheses have been framed:

 1. H01: The trading volume is not positively related to lagged market returns.
Ha1: The trading volume is positively related to lagged market returns.

 2. H02:  Individual security turnover is not positively related with the both 
lagged market and lagged security returns.

Ha2:  Individual security turnover is positively related with the both lagged 
market and lagged security returns.

 3. H03:  The positive relationship doesn’t exist between the trading volume 
and volatility.

Ha3:  The positive relationship exists between the trading volume and vola-
tility.

8.5 DATA AND METHODOLOGY

This study examined the impact of overconfidence and the disposition effect on trad-
ing volume. The data source and research methodology are as follows.

8.5.1 data Source

The study sought to identify and analyze the impact of overconfidence and the 
disposition effect on trading volume in the Indian stock market using monthly 
observations of Nifty 50 stocks for a period of nine years from 1 April 2009 to 31 
March 2018 collected from the Centre for Monitoring Indian Economy (CMIE) 
prowess database. Following Odean (1998), Ezzeddine et al. (1998), Lo and Wang 
(2000), Statman et  al. (2006), and Zaine (2013), the study focused on monthly 
observations under the perspective that monthly observations reflect the changes 
in investor overconfidence and the disposition effect. Trading activities were mea-
sured by turnover (shares traded divided by outstanding shares) and aggregate 
security turnover into a market turnover on a value-weighted rather than equal-
weighted basis.
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8.5.2 definition of the variaBleS uSed in the Study

The study used both exogenous and endogenous variables, which are defined as 
follows:

M sig: Monthly temporal volatility of market return based on daily market 
returns within the month, correcting for realized autocorrelation, as speci-
fied in French, Schwert, and Stambaugh (1987).1 The volatility control vari-
able is similar to the mean absolute deviation (MAD) measure in the trading 
volume study of Bessembinder, Chan, and Seguin (1996) but based on 
Karpoff’s (1987) survey of research on the contemporaneous volume– 
volatility relationship. According to French, Schwert, and Stambaugh 
(1987), non-synchronous trading of securities causes daily portfolio returns 
to be autocorrelated, particularly at lag one. However, the negative sign of 
variance in case of some individual securities leads us to use the approxi-

mation of Duffe (1995): Msig r t
t

T
2 2

1

=










=
∑ . In fact, French, Schwert, and 

Stambaugh (1987) approximation result in a negative variance estimate if 
the first-order autocorrelation of daily returns in a given month is ≤ (−0.5).

Disp: Cross-sectional standard deviation of returns for all stocks in month t:

Disp = Wi
i=1

N

σ i t,∑

where Wi is the weight of stock i in the market portfolio, and σit is the standard 
deviation of the returns of stock i in month t.

According to Statman et al. (2006), return dispersion is included as a control 
variable to account for potential trading activity associated with portfo-
lio rebalancing. For example, large spreads between the individual stock 
returns might lead to trading activity among investors seeking to maintain 
fixed portfolio weights.

M ret: Monthly stock market return along with dividends.
Ret: Return of security at month t.
M trading: Monthly market turnover (shares traded divided by outstanding 

shares).
Trading: Monthly turnover of an individual security.

8.5.3 emPirical methodology

The vector autoregression model (VAR) and impulse response function (IRF) were 
used to capture the impact of overconfidence and the disposition effect on the trading 
volume in the Indian stock market. The VAR model was applied on the market-wide 
transaction volume and market returns to investigate investors’ overconfidence. It 
was then applied on security-wide transaction volume, security returns, and market 
return to capture and segregate the impact of overconfidence and the disposition 
effect. The IRF was used to verify the validity of the VAR model.
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 1. Market-wide VAR model to investigate investors’ overconfidence: Here 
the endogenous variables are market turnover and market return and the 
exogenous variables are dispersion and market volatility
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Ak is the matrix that measures how trading proxy and returns react to their 
lags.

Bl is the matrix that measures how trading proxy and returns react to month 
(t–1) realizations of exogenous variables.

et is a (N × 1) residual vector. It captures the contemporaneous correlation 
between endogenous variables.

K and l are the numbers of endogenous and exogenous observations. K and l 
are chosen based on the Akaike (1974) (AIC) and Schwartz (SC) informa-
tion criteria. In this study, the SIC leads to k = 3 and l = 0.

In equation 8.1, any change in the residuals, say emtrading,t, will not only bring change 
in the current value of market trading, but also affect the future values of market 
trading and market return because the lagged values of market trading appear in 
both the equations through the coefficient matrix Ak. To test for overconfidence, we 
shock the market return by one sample standard deviation and track how market 
trading activity responds over time to the market return residual.

 2. Security-wide VAR Model to investigate and segregate the impact of 
the disposition effect and overconfidence: The existing literature sug-
gests that the trading volume of the market increases post positive port-
folio returns due to overconfidence among the investors (Statman et  al., 
2006; Abaoub et al., 2009). However, the disposition effect suggests that an 
increase in the return of an individual security increases the trading volume 
of the individual stock because investors enjoy realizing paper gains on 
individual securities (Weber et al., 1998; Sengupta et al., 2013). Therefore, 
overconfidence bias increases the trading volume in general, whereas the 
disposition effect increases the trading volume of individual securities. 
Following Statman et al. (2006) and Zaine (2013), the trivariate VAR model 
for individual securities is used, which is as follows:
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In the aforementioned model, the security trading, security return, and market return 
are the endogenous variables and security volatility is the exogenous variable. Here, 
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the first and foremost concern is how the security turnover responds to shocks in secu-
rity return and market return. Following Hirshleifer et al. (1998), the study also exam-
ined the response of security returns to shocks in security-wide turnover to test the 
proposition of overconfidence. The market return (mret) was introduced into the model 
in order to check if the disposition effect explains high trading volume as well as the 
overconfidence hypothesis. If overconfidence explains volume along with the disposi-
tion effect, we should find a positive relationship between the securities trading volume 
and past market return even when lagged security returns are introduced in the model.

 3. Impulse response function: An impulse response function traces the effect 
of one standard deviation shock (measured within the sample) in one residual 
to current and future values of the dependent variables through the dynamic 
structure of the VAR. It helps to illustrate how the endogenous variables are 
related to each other over time. In this study, an IRF was applied along with 
the market-wide model and security-wide model to investigate the presence 
of overconfidence and the disposition effect in the Indian stock market.

8.6 RESULTS AND DISCUSSION

This section presents the results and discussions of the impact of overconfidence 
and the disposition effect on the trading volume in the Indian stock market using the 
VAR model and IRF.

8.6.1 market turnover

Figure 8.1 presents market turnover from 1 April 2009 to 31 March 2018. There is a 
wide range of fluctuation, but there is no particular trend found in the turnover. The 

FIGURE 8.1 Monthly market turnover for the Nifty 50 index.

Prop
ert

y o
f C

RC Pres
s



121Behavioural Biases and Trading Volume

TABLE 8.1
Market VAR Estimation (m trading = turnover)

TABLE 8.1A
Relations with Lagged Market Trading

M Trading (t-1) M Trading (t-2) M Trading (t-3)

M trading (t) Coefficient 0.267240 0.060801 0.290943

Std. error (0.06985) (0.07104) (0.06547)

P-value 0.00** 0.39 0.00**

M ret (t) Coefficient −0.094141 0.253769 −0.022195

Std. error (0.11425) (0.11191) (0.11212)

P-value 0.40 0.02* 0.84

* Significant at 5% level; ** significant at 1% level.

TABLE 8.1B
Relations with the Lagged Market Return

M ret (t-1) M ret (t-2) M ret (t-3)

M trading (t) Coefficient 0.022468 0.086875 −0.034724

Std. error (0.04212) (0.04283) (0.03947)

P-value 0.59 0.04* 0.37

M ret (t) Coefficient −0.003214 0.037564 0.070043

Std. error (0.06888) (0.06747) (0.06760)

P-value 0.96 0.57 0.30

* Significant at 5% level; ** significant at 1% level.

changes in investors’ overconfidence induced by realized portfolio returns are one 
probable reason for the long-term fluctuations in trading activity.

8.6.2 market var eStimation and teSt reSultS

Table 8.1 gives the brief summary of the bivariate VAR model of market trading and 
market return for equation 8.1.

Table 8.1a exhibits that market trading is autocorrelated, with a highly significant 
first and third lag coefficient. However, lag observation of market trading is autocor-
related to market return with a significant second lag coefficient.

Table 8.1b depicts the association between the market trading and lagged market 
returns. The results of the study exhibit that market trading is positively related to lag 
market returns with the significant second lag coefficient (Hypothesis 1 of the study). The 
result is consistent with the previous empirical studies of the overconfidence hypothesis 
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(Statman et al., 2006; Chuang & Lee, 2006; Glaser & Weber, 2007; Adel & Mariem, 
2013). According to Glaser and Weber (2007), high market returns make investors over-
confident in the sense that they underestimate the variance of stock returns.

Table  8.1c presents the relation between endogenous and exogenous variables 
(msig and disp). The result indicates that there is non-significant association between 
the trading volume and volatility (Hypothesis 3 of the study). Further, the association 
between dispersion and trading volume is also non-significant.

8.6.3 market imPulSe reSPonSe function

The individual VAR coefficient estimates do not contain the full impact of the inde-
pendent variable observations. An IRF uses all the VAR coefficient estimates to out-
line the full impact of a residual shock that is one sample standard deviation from 
zero. Figure 8.2 contains the four possible IRF graphs using bivariate VAR estimation.

In Figure 8.2 the vertical axis measures the percentage increase in mtrading, that 
is, the volume, and the horizontal axis depicts the number of months. Further, the 
blue line is the IRF and the red lines are the 95% confidence intervals.

Figures 2.1 and 2.2 represents responses of mtrading to one standard deviation of 
mtrading and mret along with confidence bands spaced out at two standard errors. 
Figure 2.1 depicts a large and persistent response in mtrading to an mtrading shock. 
Figure 2.2 indicates a positive response in mtrading to mret shock, the key finding 
of this study.

Figures  2.3 and 2.4 represent responses of mret to one standard deviation of 
mtrading and mret along with confidence bands spaced out at two standard errors. 
Figure 2.3, indicates that a one standard deviation shock causes mtrading to increase 
slightly. In Figure 2.4 the IRF indicates that the impact of the mret shock is positive 
and persistent.

8.6.4 Security var eStimation and teSt reSultS

The study found strong empirical evidence for the overconfidence hypothesis. 
Market-wide trading is positively related to previous market returns in the Indian 

TABLE 8.1C
Relations with Lagged Volatility

Constant e M sig (t) Disp (t)

M trading (t) Coefficient 0.068783 0.026117 3.424683

Std. error (0.01965) (0.02106) (2.40974)

P-value 0.00** 0.21 0.15

M ret (t) Coefficient 0.010746 −0.071397 2.984638

Std. error (0.01185) (0.01270) (1.45290)

P-value 0.36 0.00** 0.03*

* Significant at 5% level; ** significant at 1% level.
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stock market. As explained by Statman et al. (2006), investors start trading more 
because they feel more confident after having high market returns or simply because 
they enjoy realizing paper gains on individual securities by selling them, commonly 
known as the disposition effect.

Gervais and Odean (2001) stated that overconfidence bias increases trading by 
investors in general, whereas Shefrin and Statman (1985) documented that the dis-
position effect is an act by investors to sell specific securities in their portfolio to 
realize the paper gain. In this study, an attempt was made to separate the two theo-
ries by examining the trading activity of individual stocks. If overconfidence bias 
affects the trading activity along with the disposition effect, we should find positive 
coefficients in regressions of security turnover on lagged market returns even when 
lagged returns on that stock are included. It is difficult to separate the impact of 
overconfidence and the disposition effect on the stock market. One could easily raise 
an argument that when investors sell securities to realize a paper gain they raise cash 
that could be used to purchase the security in question, which, in turn, increases 
the trading volume in the stock market. Despite this, an examination of individual 
security turnover ensures that the documented market-wide turnover patterns are not 
a simple summation of direct disposition effect evidence in individual security VAR.

The trivariate VAR was estimated in equation  8.2 for each security and the 
mean coefficient estimates are reported in Table 8.2. The three dependent variables 
(security trading, security return, and market return) and one independent variable 
(volatility of the securities) were included in the security VAR model. The security 

FIGURE 8.2 Response to Cholesky one S.D. innovations ±2 S.E.
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trading and the security returns were similar to the dependent market variables in the 
bivariate market VAR model. On the other hand, volatility of securities was similar 
to market volatility in the bivariate market VAR model. The optimal selection crite-
ria based on SIC varied across firms, but to ensure consistency in the results the lag 
specification used in the market VAR were k = 3 and l = 0 for all individual firms. 
It was also found that the specification of k = 3 and l = 0 gave the minimum average 
SIC across all securities.

Table 8.2 provides the brief summary of the security VAR model of market trad-
ing and market return for equation 8.2.

Table 8.2a depicts that security turnover is autocorrelated, with a highly signifi-
cant first, second, and third lag coefficient. However, lag observation of market trad-
ing is not correlated to market return with any significant lag coefficient.

TABLE 8.2
Security VAR Estimation (m trading = turnover)

TABLE 8.2A
Relations with Lagged Security Trading

Trading (t-1) Trading (t-2) Trading (t-3)

Trading (t) Coefficient 0.242356 0.116848 0.153686

Std. error (0.018652) (0.017172) (0.01641)

P-value 0.00** 0.00** 0.00**

Ret (t) Coefficient 0.109847 −0.00126 0.045155

Std. error (0.084782) (0.051686) (0.063612)

P-value 0.20 0.98 0.48

* Significant at 5% level; ** significant at 1% level.

TABLE 8.2B
Relations with Lagged Security Return

Ret (t-1) Ret (t-2) Ret (t-3)

Trading (t) Coefficient 0.003128 0.039022 −0.01593

Std. error (0.006262) (0.006965) (0.009109)

P-value 0.62 0.00* 0.08

Ret (t) Coefficient −0.06153 −0.07327 −0.00428

Std. error (0.017128) (0.019262) (0.015167)

P-value 0.00 0.00 0.77

* Significant at 5% level; ** significant at 1% level.
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Table 8.2b exhibits that security turnover is autocorrelated with a highly signifi-
cant second lagged coefficient of security return.

Table 8.2c shows that security turnover is autocorrelated with first and second 
lagged market return.

These results clearly show the dependence of security trading on lagged security 
returns and market returns, which is consistent with the results of Thorley et  al. 
(2006). Hence, it is to be concluded that individual security turnover is positively 
related with the both lagged security and lagged market returns in the Indian stock 
market (Hypothesis 2 of the study). This confirms the presence of the disposition 
effect. To check robustness, IRF was used to study the dependence of security 
trading on lagged security returns and market returns. For brevity, figures are not 
reported but the results confirm that the disposition effect occurs at the monthly 
horizon in the Indian stock market.

8.7 CONCLUSION

Deciphering the impact of investor behavior on trading volume raises several ques-
tions with regard to the validity of standard financial models. Trading volume 
adversely affects stock prices that may not be justified by their price/earnings (P/E) 
ratio, resulting in overvaluation or undervaluation of stocks. Undervalued stocks are 
expected to go higher; overvalued stocks are expected to go lower. The results based 
on VAR models and IRF confirm the impact of overconfidence bias and the disposi-
tion effect on trading volume in the Indian stock market. In order to avoid the impact 
of these behavioral biases on trading activity, investors can prepare a checklist of 
these biases before trading in the stock market. They can also analyze the impact of 
these two biases on the P/E ratio before making an investment decision. As future 
research, it would be interesting to use weekly or daily data to study the impact of 
overconfidence and the disposition effect on the trading volume in the Indian stock 
market.

TABLE 8.2C
Relations with the Lagged Market Return

M ret (t-1) M ret (t-2) M ret (t-3)

Trading (t) Coefficient 0.014276 0.024992 −0.01055

Std. error (0.00367) (0.006088) (0.005987)

P-value 0.00** 0.00** 0.08**

M ret (t) Coefficient 0.018923 −0.03977 0.00104

Std. error (0.010682) (0.012395) (0.008318)

P-value 0.08 0.00 0.90

* Significant at 5% level; ** significant at 1% level.
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NOTE

 1 Volatility, according to French, Schwert, and Stambaugh (1987), is calculated as follows: 

Msig r r r
2

t
t

T

t t
t

T

= 2

1
1

1

2
=

−
=

∑ + ∑ , where rt is day t’s return and T is the number of trading days in  

month t, in order to adjust the first-order autocorrelation of returns.
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Leveraging Tacit 
Knowledge for 
Strategizing: Impact 
on Long-Term 
Performance

Krishna Raj Bhandari and Sachin Kumar Raut

9.1 INTRODUCTION

The early years of strategic management saw authors like Chandler, Ansoff, and 
Porter—as well as iconic frameworks such as the BCG matrix, the diversification 
matrix, and the five forces – impose themselves upon our consciousness and spread 
into other business disciplines. Strategic management was focused and exuberant: a 
creature of will. More recently, we have witnessed an increase in what we might call 
“the wit” applied to figuring out what strategy really is and where it comes from. We 
have seen more attention paid to the creation of strategy and the practices that shape 
it: different viewpoints have been explored, and multiple schools of thought defined. 
The fields of strategy and organization studies have spilled over into one another, and 
the focus on the noun strategy has shifted towards an interest in the verb strategiz-
ing. Many other fields in management now use strategy as an adjective (e.g. strategic 
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marketing, strategic HR), and people at all organizational levels are encouraged to 
think and act strategically. Esoteric debates about the “true” nature of strategy, often 
impenetrable to most practitioners, have emerged.

And this “wit” has gradually obscured the focus prevalent at the outset—there are 
now so many varied views of strategy that it has become difficult to be sure of what 
we mean when we use the term. Some have suggested that this denotes a “crisis”, 
and that “strategic management should have grown up” years ago. We do not think 
so; rather, to extend Peter McKiernan’s metaphor from his article where he charac-
terized the field as “scrambling from adolescence to adulthood”, we would argue 
that (as might be typical for one in their 30s) strategic management has exercised its 
faculties to fully explore its possibilities.

Strategy is defined “as a situated, socially accomplished activity, while strat-
egizing comprises those actions, interactions and negotiations of multiple actors 
and the situated practices that they draw upon in accomplishing that activity” 
(Jarzabkowski, 2005, p.07). There is an understanding that the three elements 
in strategy-as-practice (SAP) are denoted by three Ps (practice, practitioner, and 
praxis) (Johnson, Melin, and Whittington, 2003; Wolf and Floyd, 2017). The 
other way of representing these three pillars is through examining the “who”, 
“what”, and “how” of strategy. In general, the intersection of the three elements 
is called strategizing which is measured through tacit knowledge, the major 
contribution of this chapter.

This study goes deeper into the three pillars of strategizing. The first pillar of strat-
egizing is practitioners. Strategy practitioners are those who are directly involved in 
making strategy, such as managers and consultants, and those with indirect influ-
ence, such as policymakers, the media, the gurus, and the business schools, who 
shape legitimate praxis and practices (Jarzabkowski and Whittington, 2008; Brown 
and Thompson, 2013). The second pillar of strategizing is praxis. Praxis “indicate[s] 
both an embedded concept that may be operationalized at different levels from the 
institutional to the micro, and dynamic, shifting fluidly through the interactions 
between levels” (Jarzabkowski et al., 2007, p. 101).

The third pillar of strategizing is practices. Practices “involve the various routines, 
discourses, concepts and technologies through which this strategy labor is made 
possible—eg: academic and consulting tools such as (Porterian analysis, hypoth-
esis testing etc.) and in more material technologies and artefacts” (Jarzabkowski and 
Whittington, 2008, p. 101). For the present study, these three elements were combined 
in the stream of literature by developing a measure based on the interaction between 
praxis, practices, and practitioners (the three Ps). Using this approach, a curvilinear 
relationship between strategy and long-term performance can be expected. A sum-
mary of existing theories in strategizing identified four theoretical approaches: 
situated learning approach; sense-making and organization routines; institutional-
ist theories; and actor-network theory (Johnson, Langley, Melin, and Whittington, 
2007; Collins, 2018). A clear text analysis approach by Bingham and Kahl (2013) is 
most relevant for this paper. Qualitative approaches are often recommended when 
relatively little is known about an area of study or when a fresh perspective is needed 
(Eisenhardt, 1989). The authors began this exploration by arguing that in-depth and 
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largely quantitative data are a central requirement for developing the strategy-as-
practice perspective.

9.2 BACKGROUND OF THE STUDY

Though there have been multiple approaches for operationalization of tacit-knowledge 
through causal mapping, self-Q, and storytelling, the authors follow epitomes of knowl-
edge to measure tacit knowledge, as developed by Haldin and Herrgard (2004). The 
“epitomes of tacit knowledge” introduced by Haldin and Herrgard (2003) to measure 
strategizing as tacit knowledge is the major approach followed in this chapter.

Keywords from both appendices from Haldin and Herrgard (2003) were used in 
computer-aided text analysis (CATA) to model tacit knowledge and the intersection 
of the three Ps in SAP. The authors are the first to use CATA as a method for the 
SAP literature.

The study examined discourse in annual reports over a 10-year period to deter-
mine whether there is a direct relationship between strategizing and long-term per-
formance. The research design was developed by using CATA to generate keyword 
counts to be used in panel regression with Tobin’s Q. Such an approach enables a 
longitudinal study which is not possible with cross-sectional survey-based research 
design. Apart from the methodological contribution, one novel theoretical contribu-
tion of this approach is its examination of the influence of tacit knowledge on strat-
egizing and its impact in long-term performance. The “practice-based view” (PBV) 
of a firm was proposed by Bromiley and Rau (2014) who argue for the study of spe-
cific, actual managerial techniques rather than the macro-level perspective prevalent 
in existing strategy discourse.

Resource-based view (RBV) (Barney, 1991) argues for resource immobility or 
inimitability in contrast to Penrosian thinking where fungibility of resource is more 
valuable which can be transferred across firms as the key performance differential. 
Thus, the PBV differs from the RBV in two aspects: the dependent variable and the 
isolating mechanisms. In the RBV the dependent variable is the sustained competi-
tive advantage, whereas in the PBV it is the business unit or the firm performance. 
Therefore, mixing these two dependent variables is not a good idea. The isolating 
mechanisms prevent managers from sharing the resource to outsiders, as per the 
RBV. Thus, it enables sustained competitive advantage.

The other school of thought is anchored in the RBV rather than the PBV 
(Jarzabkowski, Kaplan, Seidl, and Whittington, 2016a). In a very rare thinking they 
suggest that strategizing is not stand-alone phenomena (Bromiley and Rau, 2014), 
who use the word ‘‘Practice-Based View of Strategy” (PBV). PBV has countered the 
RBV in generating differential performance. However, Jarzabkowski et al. (2016b) 
argue that the PBV focuses only on one P, practices, ignoring people and praxis. Our 
study considers all three Ps while testing the hypothesis using “epitomes of tacit 
knowledge” as a measure.

The theoretical focus of the SAP field seems to be predominantly at the micro 
level. More specifically, according to Johnson et al. (2007), four main approaches 
have been developed that link SAP with tacit knowledge. The first, the situated 
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learning approach, argues that learning emerges through the activity of those actors 
involved in the learning process. Therefore, knowledge is not static, but rather 
evolves dynamically through activities. The second approach is sense-making and 
organizational routines. Sense-making is a process through which actors work to 
understand organizational actions and make sense of them. It is a social activity 
where individuals share, retain, and preserve the plausible stories of organizational 
events (Johnson et al., 2007). Organizational routines are the repetitive actions of 
those actors within organization practice. The third approach is institutionalist theo-
ries, which view the formal organization as a system of coordinated and controlled 
activities, including the work embedded within technical relations and boundary-
spanning exchange. With that said, institutional theory emphasizes how formal orga-
nizations should be through rules and cultural norms (Meyer and Rowan, 1977, p. 3). 
The fourth approach is actor-network theory. This approach treats objects as a part of 
social networks. According to actor-network theory (Latour, 1999), “Actors perform 
with a wide network but not in isolation”, and therefore the tacit knowledge is spread 
around to actors to perform organizational tasks.

According to actor-network theory, managers discover their place in the firm 
through a dynamic knowledge-based activity system. The institutional theory posits 
that organizational activities are controlled and systematized, and that knowledge 
creation and dissemination are formalized. As too little or too much of anything is 
detrimental to performance, the authors hypothesized that too high level of tacitness 
makes it difficult to transfer and thus the related performance impact would not be 
visible. Too little tacit knowledge, on the other hand, means that it is so easy to copy 
that there is no value of possessing it. Specifically we detect,

Hypothesis 1: SAP has a curvilinear relationship with long-term performance.

Correspondingly, as discussed earlier on the RBV versus PBV preview, too 
much of tacitness which becomes detrimental to transfer will not result 
into performance. However, too little of tacitness which is so easy to copy 
also makes the knowledge a risky resource. Therefore, there should exist 
an optimum level of tacitness which maximizes the performance in the 
long-run.

9.3 METHOD: COMPUTER-AIDED TEXT ANALYSIS (CATA)

To measure strategizing, the authors used keyword analysis of annual reports to 
measure SAP, adopting the process suggested by Short et  al. (2010). The CATA 
approach makes it possible to conduct a longitudinal analysis. CATA offers several 
benefits apart from enabling a longitudinal research design. First, the possibility of 
longitudinal design enables testing of causal relationships (Keil et al., 2017). Second, 
Krippendorff (2012) suggested that C-ATA is a superior technique over traditional 
research design, as outlined in Table 9.1.

Annual reports were used as the corpus for the analysis, which provides a firm-
level perception of strategizing (Maula, Keil, and Zahra, 2013). Use of annual 10-K 
filings provides numerous advantages over other types of corporate documents 
(Feldman et al., 2010).
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9.4 DATA SOURCES AND SAMPLE

The authors collected a unique dataset of 2690 annual reports of Nordic large-
cap and mid-cap companies. Authors selected a cross-industry, cross-sector 
sample of large-cap and mid-cap Nordic companies listed in Nordic NASDAQ 
index. Therefore,  several samples of the most prominent companies from 
Sweden, Finland, Denmark, and Iceland were included. Norway, although a 
Nordic country, is not an EU member and is not included in Nordic NASDAQ 
index calculations. Sweden, Finland, Denmark, and Iceland are very similar to 
each other in terms of the business environment that the companies are facing 
(Benito, Grøgaard, and Narula, 2003).

In the Nordic stock exchange, companies with market capitalization of EUR 1 bil-
lion or more are considered large-cap companies, whereas those with market capital-
ization of EUR 150 million or more are considered mid-cap companies. The authors 
chose to base the sample selection on the new marketing paradigm of service provi-
sioning, as goods manufacturers are also increasingly bundling services in their offer-
ings, making the distinction between manufacturing and service firms less relevant. 
The authors constructed a panel dataset of the sample companies over the period of 
2005 to 2014. Data were collected from the NASDAQ Nordic stock exchange index. 
As of 2015, 296 firms were listed under the categories of large cap (≥ 1 billion EUR) 
or mid cap (≥ 150 million EUR). During data collection, the authors identified 27 
firms without access to annual reports or substantially missing data. Therefore, the 

TABLE 9.1
Traditional vs. CATA-Based Research Design

Traditional Approach (Interviews or 
Surveys)

CATA

Longitudinal research Very difficult due to retrospective bias in 
survey-based research design

Easier to implement

Replicability of research Very difficult Very easy (Krippendorff, 2012)

Reliability Low High (Krippendorff, 2012)

Obtrusiveness High Low (Krippendorff, 2012)

Consistency of data across Low (Eggers & Kaplan, 2009) High

Safety Low High (Duriau, Reger, and Pfarrer, 
2007).

Scalability Low High (Duriau, Reger, and Pfarrer, 
2007).

Cost-effectiveness Costly Low cost (Duriau, Reger, and 
Pfarrer, 2007).

Collaboration Difficult Easy (Duriau, Reger, and Pfarrer, 
2007).

Triangulation Challenging Possible
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final sample consisted of 269 companies in the NASDAQ Nordic large- and mid-cap 
indices.

9.5 MEASURES

9.5.1 indePendent variaBleS

Strategizing is based on the dominant view of the RBV where tacitness is assumed 
to fulfill the criteria of a valuable, rare, inimitable, and non-substitutable (VRIN) 
resource. “Tacit-knowledge is deeply rooted in action and in an individual’s com-
mitment to a specific context—a craft or a profession, a technology or product mar-
ket, or the activities of a work group or team” (Nonaka, 1991, p. 165). The multiple 
approaches for operationalization through causal mapping, self-Q, and storytelling 
have been used in the past, we embark upon using the epitomes of knowledge to 
measure tacit knowledge, as developed by Haldin and Herrgard (2004).

9.5.2 dePendent variaBle

The present study used Tobin’s Q to measure a firm’s long-term performance. Tobin’s 
Q is used as a measure of both short-term and long-term performance (Lubatkin and 
Shrieves, 1986; Uotila, Maula, Keil, and Zahra, 2009). Various authors have utilized 
this measure as the market value divided by the book value of assets (Brown and 
Caylor, 2006); consistent with this approach the authors have utilized this measure 
in the analysis.

9.5.3 control variaBle

Firm size was measured as the logarithm of the number of employees. Year con-
trols and industry controls were used to operationalize as dummy variables at the 
two-digit SIC code level. The lagged values of the dependent performance variable 
were included in the models to control for unobserved heterogeneity. Use of 1% 
Winsorization was taken for all continuous variables.

9.6 ANALYSIS METHOD SYSTEM: GMM

The hypothesis was tested by following the latest specification and argumentation 
of two-step system GMM (Keil et al., 2017). Table 9.2 presents the five key reasons 
that the system GMM estimator is a robust estimator for the research. First, the type 
of data demands this method, as the data are panel data with few time periods and 
many companies. Second, the dependent variable is driven by previous levels of per-
formance. This requires the use of a lagged dependent variable as a control. Third, 
the panel data are inherent with heteroscedasticity and autocorrelation that needs 
to be controlled. Fourth, explanatory variables are correlated with past and current 
realizations of the error term. Fifth, it needs the most prevalent control for unob-
served heterogeneity. Lagged dependent variables can be used with time series and 
panel data where many observations in multiple times are used (Wooldridge, 2009). 
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Lags refer to time related to other variables. Similarly, in arguing for causality, the 
second condition, temporal precedence, could be handled through a lagged variable. 
Two-step system GMM uses lagged variables on the specification itself.

Another issue discussed in the context of panel data is serial correlation or auto-
correlation, which occurs when a variable correlate with itself over time (Wooldridge, 
2009). The effects of serial correlation of the error term are similar to the effects of 
heteroscedasticity. Two-step system GMM not only handles first-order serial correla-
tion but goes one step further to handle second-order serial correlation.

System GMM was used as the analysis method to account for the endogeneity 
problem inherent in the panel data. The Arellano-Bond system GMM estimator was 
used (Arellano and Bond, 1991; Blundell and Bond, 1998) due to the presence of the 
highly persistent dependent performance variable. The system GMM estimation was 
run using the xtabond2 Stata module (Roodman, 2009). This method is good for 
situations with “small T, large N”.

The dire state of endogeneity in strategic management research has been high-
lighted by Semadeni, Withers, and Certo (2014). Endogeneity biases the ordinary least 
squares (OLS) regression estimator. One of the statistical methods in the absence of 
good instruments is GMM and its variant system GMM (Wintoki, Linck, and Netter, 
2012). With a panel data of 6000 firms from 1991 to 2003 the findings suggested that 
there was no causality between board structure and current firm performance. The 
claim is noteworthy because ruling out the major cause of endogeneity has been done 
through system GMM as a method. Therefore, to cater to endogeneity, system GMM 
was used as an analysis method.

9.7 RESULTS

Table 9.3 presents the descriptive statistics and correlations. The measure of sustain-
able performance is Tobin’s Q, which had a mean value of 6.30 with a standard devi-
ation of 9.74. The minimum and maximum range was between 0.39 and 67.35. The 
main independent variable, SAP (measured as tacit knowledge), had a mean value 

TABLE 9.2
Why System GMM?
Key Issues in Panel Data Analysis Does System GMM 

Handle it?

1. Panel data with few time periods and many companies. Yes

2. The dependent variable is driven by the previous levels of performance 
and the need for lagged dependent variable as a control.

Yes

3. The panel data are inherent with heteroscedasticity and autocorrelation 
that needs to be controlled.

Yes

4. The explanatory variables may be correlated with past and current 
realizations of the error term.

Yes

5. Need to control for unobserved heterogeneity. Yes
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of 388.03 and a standard deviation of 233.80. The minimum and maximum range 
was from 0.01 to 2007. The control variables were the log of R&D intensity and the 
log of size (number of employees). R&D intensity had a mean of 0.49 and a standard 
deviation of 1.02 and a minimum and maximum range of 0.015 and 6.16. Similarly, 
size had a mean value of 7.48 and a standard deviation of 2.17 and a minimum and 
maximum range of 1.61 and 11.72. The correlation between the variables was in a 
suitable range, indicating that there was no multicolinearity effect. Therefore, vari-
ance inflation factor analysis was not deemed necessary.

Three models were run with system GMM analysis with strategizing as the major 
independent variable and Tobin’s Q as a dependent variable (see Table 9.4). Model 1 
is the control model. A lagged dependent variable was used as a control to account 
for unobserved heterogeneity. Similarly, to control the confounding effect of inno-
vation activities in the firm, log of R&D intensity was used as a second control. To 
avoid spurious effects of firm size, log of number of employees was used as a third 
control. In Model 2, SAP has been introduced as an independent variable. Though 
the linear effect is marginally significant, doubts prevail that there is a curvilinear 
effect in this model. Therefore, model 3 was tested, where the square of SAP is 
inserted as a second independent variable. The results showed a highly significant 
curvilinear component. Thus, the hypothesis is strongly supported.

9.8 DISCUSSION

As expected in the study hypothesis, the authors found a curvilinear relationship 
between strategizing and sustainable performance in a sample of large-cap and mid-
cap companies, suggesting that there is an optimum level of strategizing. Before the 
optimum point is reached there is a positive impact, but at the higher level of strat-
egizing there is a negative impact on the performance. Therefore, as demonstrated 
in the Figure  9.1, the middle range of SAP is best suited from 0.35 to 0.7 range 
(parameters scaled to 100 for plotting). Our findings support the right practice-based 
view anchored into the decades of SAP research anchored in the RBV. The results 
of this study demonstrate that tacit knowledge as the measure of interaction between 
the three Ps of SAP is a good measure to understand the relevance of SAP for a 

TABLE 9.3
Descriptive Statistics and Correlations

Variable Mean S.D. Min. Max. 1 2 3 4

1 Tobin’s Qa 6.30 9.74 0.39 67.35 1

3 Strategizing (measured as 
tacit knowledge)

388.03 233.80 0.01 2007 0.21 1

5 R&D intensity (log)a 0.49 1.02 0.015 6.16 −0.19 −0.15 1

4 Size (log)a 7.48 2.17 1.61 11.72 −0.18 0.39 −0.08 1

a Winsorized at the 1% level.
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TABLE 9.4
System GMM Regression of SAP with Tobin’s Q
Variable Model 1

(Control)
Model 2
(Linear)

Model 3
(Non-linear)

Explanatory variables

Strategizing (measured as 
tacit knowledge)(t–1)

0.0004
(0.000)+

0.001
(0.00)**

strategizing × 
strategizingt–1

−9.84e-07
(2.55e-07)***

Tobin’s Qt–1 0.211
(0.01)**

0.78
(0.01)***

0.78
(0.01)***

Size, lnt–1 −0.96
(0.23)***

−0.01
(0.08)ns

−0.03
(0.07)ns

R&D intensity, lnt-–1 −0.66
(0.19)**

0.09
(0.06)*

0.03
(0.06)ns

N 2690 2690 2690

Wald χ2 1805.14*** 98425.85*** 133103.08***

Hansen 0.05 0.47 0.54
z
1 or AR1(p values) 0.12 0.05 0.05

z
2 or AR2 (p values) 0.54 0.28 0.29

Number of groups 254 197 197

Number of instruments 76 92 108

Note: For each variable beta is reported first followed by the standard error in the parentheses.
+ p < 0.1 level, * p < 0.05 level, ** p < 0.01 level, *** p < 0.001 level.

FIGURE 9.1 Curvilinear relationship between strategy-as-practice (SAP) and sustainable 
performance.
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sustainable performance. Not only the RBV, it also supports the knowledge-based 
view (KBV) notion of knowledge being the cornerstone of sustainable competitive 
advantage (Kogut and Zander, 1993). The cornerstone of this approach is the treat-
ment of the firms as a social community whose productive knowledge defines a 
competitive advantage. This approach shares similarities with, and is yet distinct 
from, the standard economic treatment of the multinational corporation. A compel-
ling explanation for the determination of the boundaries of the firm has rested on two 
observations. The first is that a necessary condition for trade among firms and among 
countries is a comparative advantage: differences in productivity in carrying out 
economic activities make it desirable for firms and nations to specialize and trade the 
products and services that reflect their superior capabilities. A second observation is 
that the hazard or cost of relying upon the market necessitates the “internalization” 
of trade (or transactions) within the firm. When the tacitness of the knowledge is too 
high it cannot be implemented or transferred inside the companies, resulting into 
performance decline. Similarly, when the tacitness is too low, it is easy to transfer; 
any outsiders or competitors can copy it.

Buckley and Casson (1976) provided the theory of a multinational enterprise 
(MNE) that is sufficiently powerful to afford long-term projections of the future 
growth. The theory emphasizes a “very general form of imperfect competition 
stemming from the costs of organizing markets”. Internalization of such imper-
fect external markets, when this occurs across national boundaries, leads to the 
creation of MNEs. In Buckley and Casson’s (1976) view, a simultaneous occur-
rence of five elements lead to the rapid growth of MNE activity: (1) the rise in 
demand for technology-intensive products; (2) efficiency and scale economy 
gains in knowledge production; (3) problems associated with organizing exter-
nal markets for this new knowledge; (4) reductions in international communica-
tion costs; and (5) increasing scope for tax reduction through transfer pricing. 
Buckley and Casson (1976) focused especially on the third factor, the existence of 
market imperfections, which generates benefits of internalization. Internalization 
occurs only to the point where the benefits equal the costs. Buckley and Casson 
(1976) recognized four sets of parameters relevant to the internalization decision: 
(1) industry-specific factors, (2) region-specific factors, (3) nation-specific factors, 
and (4) firm-specific factors, focusing on the ability of the management to orga-
nize an internal market.

Perhaps the most interesting part of this analysis is the perspective on the MNE 
as an “international intelligence system for the acquisition and collation of basic 
knowledge relevant to R&D, and for the exploitation of the commer- cially appli-
cable knowledge generated by R&D” (Buckley and Casson, 1976,p.35).” Here, it 
is critical to observe that Buckley and Casson (1976) already recognized that both 
the initial and final stages of R&D should in many cases be decentralized. The 
former should be located close to the sources of new information, especially basic 
research institutions, whereas the latter, involving the debugging of new products 
and processes, as well as adaptation to local market conditions, requires proxi-
mate contacts with production and marketing people respectively. Therefore, one 
needs to find the tactiness level suitable for internalization (Buckley and Casson, 
1976) but avoid external leakage.
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9.9 MANAGERIAL AND POLICY IMPLICATIONS

The major contribution of this research is the novel measurement approach of  
strategy-as-practice (SAP), and its impact on long-term performance. Managers can 
avoid managerial myopia driven by the management fad existing today on the value 
of SAP. In this distorted stream of literature, the present piece of work aims to con-
tribute a unique insight based on a novel measurement and its impact on long-term 
performance. Policy makers benefit in creating innovation-related policy instru-
ments that enable experimentation, learning, and testing to build SAP as a dynamic 
capability to maneuver in volatile environments.
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Analysis of Investors’ 
Perceptions of Mutual 
Fund Investment in 
the Context of the 
Delhi/NCR Region

Gurinder Singh, Vikas Garg, and Shalini Srivastav

10.1 INTRODUCTION

A mutual fund can be understood as a vehicle that has a large number of inves-
tors who pool their money with the common financial objective of earning returns. 
Anyone who has surplus money after meeting their daily expenses can invest in 
various types of mutual funds. Different investors have different mutual fund invest-
ment objectives and a variety of types of mutual funds have been developed. The 
fund manager invests the investors’ funds in different types of securities, which may 
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include shares in a number of different firms, debentures, and money market instru-
ments, depending on the needs and likes of the customers. The income that is earned 
by such investments and the increase in capital are shared by the number of units 
owned by the investors.

Mutual funds are considered a good investment alternative because they allow 
investors to invest and to diversify their savings into a professionally managed 
portfolio of securities at a comparatively low cost. In addition, people can also 
invest small amounts of money into a fund. The investors’ money is invested in 
various asset classes that meet the policies and objectives of the mutual fund. 
The investment objectives of the mutual fund are based on the investors’ deci-
sion to contribute money; the fund manager cannot deviate from the fund’s speci-
fied objectives. Every mutual fund is managed by a mutual fund manager who is 
responsible for using his or her investment management skills and ensuring that 
all the required research is performed. The increase in capital and other income 
earned from various investments is invested in a mix of various stocks and bonds 
that take advantage of both the growth potential of stocks the reduced risk of 
bonds. It is also known as hybrid fund.

10.1.1 aSSetS under management

The Indian mutual funds industry is a fast-growing one. The Indian mutual fund 
industry has generated maximum growth in management over the past 10  years. 
Most of the cash flows into equity funds are from individual investors.

10.1.2 mutual fundS

According to the Association of Mutual Funds in India, individual investors held 
slightly under 50% of mutual fund assets and corporations held slightly over 50% as 
of the end March 2007.

10.2 LITERATURE REVIEW

Mutual funds are a more recent investment vehicle in the Indian financial market 
and offer investors the ability to invest smaller amounts of money. As a result, the 
industry is rapidly growing, increasing the assets of various mutual fund companies. 
Investments in mutual funds are less risky in comparison to direct investment in the 
share market (Prabhu, 2015).

All the innovative things are not a part of the system but they all are coming 
as a new idea of fund management in terms of services and products. The fund 
management industry includes registrars, distributors, and various underwriters who 
are concerned about the market. In order to earn profits, all the funds have focused 
on various recession-free sectors such as FMCG, pharmaceuticals, and technology. 
Fund assets have been increasing year after year, reaching 1 trillion (Roy, 2012).

Mutual funds offer better capital growth and better income by means of divi-
dends, reinvestment, etc. The portfolio manager guides the mutual fund investors 
and tries to update them on various investment options. Mutual funds are considered 
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the best investment vehicle for investors looking toward long-term investment strate-
gies. The performance of any mutual fund depends on the relationship between risk 
and return (Pandey, 2017).

Due to mutual fund investment in the market, the financial markets are becoming 
more and more elaborate, and investors can select from various financial products in 
order to develop an innovative portfolio that meets their investment goals. Thus, it 
is important to understand investors’ thinking, ideas, perceptions, and expectations 
with regards to mutual funds (Vyas, 2012).

Investors’ ideas and opinions have been studied and new strategies formulated to 
launch mutual fund investment schemes that are beneficial and can attract a large 
number of investors. The industry is working on the deficiencies in different areas 
of the mutual fund industry and trying to identify those factors that attract investors. 
The role of financial advisors are brokers is also being redefined in order to fulfill the 
challenges of the Indian mutual fund industry (Muthukrishnan, 2016).

An investment decision means that the investor has decided where, how, and 
when to invest into mutual funds and other instruments in order to generate income 
or increase wealth. Thus, the investment decision is defined as the decision taken 
by individual investors to invest in mutual funds. Scholars who study behavioral 
finance note that such decisions are made based on psychological behavior. This 
will help the investors to take an appropriate decision and also avoid doing mistakes 
(Kumar, 2014).

The mutual fund industry of India has a department that checks the rise and fall of 
mutual funds on a quarterly basis known as assets under management (AUM). As of 
September 2013, the mutual fund industry fell from Rs.8.08 lakh crore to Rs.38,355 
crore, which is was .5% less than the previous quarter. But the mutual fund industry 
revived and then grew by 12% in October 2013 to Rs.8.34 lakh crore. This increase 
was led by large inflows in terms of cash in October 2013, which is around 55%, 
which is a record of the highest inflow of funds in a period of six months. All the 
banks and companies reinvested their surplus funds, and as a result the financial 
system realized the cyclical cash inflow in the month of October 2013 (Jain, 2013).

In tier 2 and tier 3 cities in India, there has been a tremendous increase in the 
various investment options for investors. The Indian mutual funds market also 
has developed a number of tax saving and special schemes such as money mar-
kets, income and balanced funds, growth rate funds, etc., that are trying to fulfill 
the needs and requirements of investors by reducing risk and maximizing returns 
(Duggimpudi, 2010).

Various analysts has found that in order to understand the investor details, its 
likes and dislikes, choices and tastes are majorly related to the UTI mutual fund and 
it is trying to improve its activities by its own performance and services. Researchers 
have attempted to examine investors’ decision-making methods by understanding 
their interests, perceptions, as well as temperaments. Behaviour makes trading easy 
and also very risky. As a result, investors try to follow each other, so it is important 
to understand common behavior, perceptions, and patterns of investing of different 
groups of investors (Shukla, 2014).

Many researchers state that investors invest in mutual fund for high returns and 
low risk. As a result, mutual funds capture the attention of many people in many 
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segments of the society. Thus, for this study we include all stakeholders. This chap-
ter is an effort to make people understand investment process in a safe mode which 
is acceptable by people in Mathura and also to understand their tastes and choices 
of investment in mutual funds and also the comparative availability of other related 
investment avenues (Rathnamani, 2013).

10.3 RESEARCH METHODOLOGY

Figure 10.1 presents an overview of the research methodology. 

10.3.1 tyPe of reSearch

This research was a descriptive study because we describe mutual fund investment 
strategies of investors in the Delhi/NCR region.

10.3.2 oBjectiveS of Study

The objectives of the study were as follows:

• To analyze investors’ perceptions in the context of mutual fund investment.
• To identify and recognize the issues of investors in investing their money in 

various mutual fund schemes.
• To understand the factors influencing investors’ investment in mutual funds.

10.3.3 reSearch gaP

The study area was the Delhi /NCR region of India. The Delhi/NCR region is tra-
ditionally considered a business center, but is considered lagging in mutual fund 
investment. Many government and non-government institutions offer mutual fund 
investment options but people do not know a lot about mutual funds. Institutions 
are taking major steps to increase investors’ knowledge in mutual funds and share 
markets. Despite their efforts, they are finding it difficult to increase the number of 

FIGURE 10.1 Research process.
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investors. In view of these problems, this study becomes very important to look into 
the perceptions of mutual fund investors with reference to some important areas in 
the Delhi/NCR region of India.

10.3.4 data collection toolS

Data were classified, tabulated, and processed in an organized manner. ANOVA was 
used as a statistical tool. ANOVA stands for analysis of variance, which is a statisti-
cal tool for analyzing variances among and between the group data.

10.3.5 area of the Study

Study respondents were be randomly selected from the Delhi/NCR region of India.

10.3.6 SamPling technique and SamPle Size

The convenience sampling method was used. The sample size was 116.

10.3.7 reSearch inStrument

This study used both primary and secondary data collection methods. A questionnaire 
was used to collect the primary data. Various magazines, journals, reports, research 
work from SEBI (Security and Exchange board of India), AMFI (Association of Mutual 
fund of India), and RBI (Reserve Bank of India) were used as secondary data sources.

10.4 DATA COLLECTION AND ANALYSIS

Table  10.1 shows that overall perception about mutual fund investment are more 
likely to adopt in females more than males. Table 10.2 shows that there is a non-
significant relationship between the independent variable (overall perception about 
mutual fund investment) and dependent variable (gender).

Table 10.3 shows that overall perception about mutual fund investment is a more 
favorable perception in unmarried people than married people. Table 10.4 shows that 

TABLE 10.1
Descriptives: Overall Perception about Mutual Fund Investment by Gender

N Mean Std. 
Deviation

Std. Error 95% Confidence 
Interval for Mean

Minimum Maximum

Lower 
Bound

Upper 
Bound

Female 51 2.12 0.711 0.100 1.92 2.32 1 3

Male 66 2.12 0.645 0.079 1.96 2.28 1 3

Total 117 2.12 0.672 0.062 2.00 2.24 1 3
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there is a significant relationship between the independent variable (overall percep-
tion about mutual fund investment) and the dependent variable (marital status).

Table 10.5 shows business professionals are more likely to have a positive view 
of mutual funds than those who are employed in other areas. Table 10.6 shows that a 
significant relationship exists between the independent variable (overall perception 
about mutual fund investment) and the dependent variable (occupation).

Table 10.7 shows that overall perception about mutual fund investment is more 
likely be accepted by people having income less than Rs 1 lakh. Table 10.8 shows 
that there is a significant relationship between the independent variable (overall per-
ception about mutual fund investment) and the dependent variable (income).

Table 10.9 shows that overall perception about mutual fund investment is more 
likely to adopt in people who are majorly graduates. Table 10.10 shows that there is 

TABLE 10.2
ANOVA: Overall Perception about Mutual Fund Investment by Gender

Sum of Squares Df Mean Square F Sig.

Between Groups 0.000 1 0.000 0.001 0.977

Within Groups 52.324 115 0.455

Total 52.325 116

TABLE 10.3
Descriptives: Overall Perception about Mutual Fund Investment by Marital 
Status

N Mean Std. 
Deviation

Std. Error 95% Confidence 
Interval for Mean

Minimum Maximum

Lower 
Bound

Upper 
Bound

Married 62 1.92 0.489 0.062 1.80 2.04 1 3

Unmarried 55 2.35 0.775 0.105 2.14 2.55 1 3

Total 117 2.12 0.672 0.062 2.00 2.24 1 3

TABLE 10.4
ANOVA: Overall Perception about Mutual Fund Investment by Marital 
Status

Sum of Squares df Mean Square F Sig.

Between Groups 5.292 1 5.292 12.939 0.000

Within Groups 47.033 115 0.409

Total 52.325 116Prop
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TABLE 10.6
ANOVA: Overall Perception about Mutual Fund Investment by Occupation

Sum of 
Squares

df Mean Square F Sig.

Between Groups 4.938 2 2.469 5.940 0.004

Within Groups 47.387 114 0.416

Total 52.325 116

TABLE 10.5
Descriptives: Overall Perception about Mutual Fund Investment by 
Occupation

N Mean Std. 
Deviation

Std. 
Error

95% 
Confidence 
Interval for 
Mean

Minimum Maximum

Lower 
Bound

Upper 
Bound

Business 53 2.28 0.769 0.106 2.07 2.49 1 3

Government 44 2.11 0.321 0.048 2.02 2.21 2 3

Others 20 1.70 0.801 0.179 1.32 2.08 1 3

Total 117 2.12 0.672 0.062 2.00 2.24 1 3

TABLE 10.7
Descriptives: Overall Perception about Mutual Fund Investment by Income

N Mean Std. 
Deviation

Std. Error 95% Confidence 
Interval for Mean

Minimum Maximum

Lower 
Bound

Upper 
Bound

Less than 1 lakh 34 2.15 0.359 0.062 2.02 2.27 2 3

Less than 50,000 20 1.70 0.801 0.179 1.32 2.08 1 3

More than 1 lakh 63 2.24 0.712 0.090 2.06 2.42 1 3

Total 117 2.12 0.672 0.062 2.00 2.24 1 3

TABLE 10.8
ANOVA: Overall Perception about Mutual Fund Investment by Income

Sum of 
Squares

df Mean Square F Sig.

Between Groups 4.432 2 2.216 5.274 0.006

Within Groups 47.893 114 0.420

Total 52.325 116
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a significant relationship between the independent variable (overall perception about 
mutual fund investment) and the dependent variable (qualification).

Table 10.11 shows that overall perception about mutual fund investment is more 
likely to adopt in people who are having savings above Rs.50,000. Table 10.12 shows 
that there is a significant relationship between the independent variable (overall per-
ception about mutual fund investment) and the dependent variable (savings).

TABLE 10.9
Descriptives: Overall Perception about Mutual Fund Investment by 
Qualification

N Mean Std. 
Deviation

Std. Error 95% 
Confidence 
Interval for 
Mean

Minimum Maximum

Lower 
Bound

Upper 
Bound

Graduate 32 2.56 0.504 0.089 2.38 2.74 2 3

Others 26 2.35 0.797 0.156 2.02 2.67 1 3

Post graduate 59 1.78 0.494 0.064 1.65 1.91 1 3

Total 117 2.12 0.672 0.062 2.00 2.24 1 3

TABLE 10.10
ANOVA: Overall Perception about Mutual Fund Investment by Qualification

Sum of 
Squares

df Mean Square F Sig.

Between Groups 14.430 2 7.215 21.704 0.000

Within Groups 37.895 114 0.332

Total 52.325 116

TABLE 10.11
Descriptives: Overall Perception about Mutual Fund Investment by Savings 
Level

N Mean Std. 
Deviation

Std. Error 95% Confidence 
Interval for Mean

Minimum Maximum

Lower 
Bound

Upper 
Bound

Above 1,00,000 58 2.17 0.704 0.092 1.99 2.36 1 3

Above 10,000 20 1.60 0.681 0.152 1.28 1.92 1 3

Above 50,000 39 2.31 0.468 0.075 2.16 2.46 2 3

Total 117 2.12 0.672 0.062 2.00 2.24 1 3
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10.5 MAIN RESULTS

The study found that, in comparison to males, females are more interested in invest-
ing into mutual funds, as by nature they try to play a safe game. Moreover, people 
from business backgrounds and who seek reasonable returns are more interested 
in investing in mutual funds as a safe investment. Also, investors having a suffi-
cient amount of savings after all expenses are more likely to go for a mutual fund 
investment.

10.6 CONCLUSION AND RECOMMENDATION

Wealth creation is an art, and the securities market is the best game in town to cre-
ate wealth within the four walls of one’s home, but only if the portfolio is regularly 
monitored and diversified. Putting all one’s eggs in a single basket is not advisable, 
hence monitoring of stocks is essential, in combination with all the other processes 
of portfolio management.

In the current scenario, investors have various investment options, such as equi-
ties, bonds, etc. The behavior of these investors is affected by various demographic 
factors, including age, gender, and income. Mainly investors aim about less risk 
with high return and under this approach research factors in terms of investment 
are income levels, education, occupation etc. Thus, this paper provides a perception 
which is affected by all these factors of mutual fund investment which tells us about 
the perception of investors in Delhi/NCR. The data also deal with the middle-class 
segment of people who prefer mutual funds as a primary investment source to earn 
a high rate of return.

Young investors are considered to more interested in such jobs because can mak-
ing their future secure in a more reliable manner. This study is supported by primary 
data and current facts and figures to make genuine changes in various mutual fund 
organizations in order to attract the investors.

10.7  LIMITATIONS OF THE STUDY AND 
FUTURE SCOPE OF STUDY

• The sample size could be increased to give a more realistic view.
• The researcher used ANOVA as a tool of analysis, which has its own 

limitations.

TABLE 10.12
ANOVA: Overall Perception about Mutual Fund Investment by Savings Level

Sum of 
Squares

df Mean Square F Sig.

Between Groups 6.941 2 3.471 8.718 0.000

Within Groups 45.384 114 0.398

Total 52.325 116

Prop
ert

y o
f C

RC Pres
s



148 Advances in Management Research

• Respondents could be classified based on their innovation adoption attitude.
• Data collection methods such as the interview method could be used to 

make the responses more accurate.
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Measuring Customer 
Brand Equity and Loyalty: 
A Study of Fuel Retail 
Outlets in Lucknow

Shubhendra Singh Parihar and Ankit Mehrotra

11.1 INTRODUCTION

Why do firms invest so heavily on developing their brand? There must be some 
tangible and intangible benefits perceived by both the consumer and seller. The term 
brand originated from the ancient practice of stamping cattle so that the owners 

11
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could recognize and claim them as their cattle. A brand is basically a differential 
factor that every seller wishes to create for the product or service offered. In modern 
trade practices the brand has played a very significant role in businesses.

The concepts of brand culture, brand equity, and brand value describe the ben-
efits a brand offers to customers and the firm. The brand culture is created by the 
firm itself, its users and their experiences, brand communication by the media and 
celebrity endorsements, and influencers, who can be from varied backgrounds, such 
as bloggers, industry opinion leaders, and reviewers.

Brand equity can be positive or negative. David Aaker (1992) outlined that brand 
equity has components such as brand awareness, perceived quality, brand association, 
brand personality, brand loyalty, and other assets such as trademarks and patents.

Measuring customer perceptions towards brands and their repeat purchase behav-
ior from the same petrol pump can be used to determine brand equity. This study 
investigated customer behavior with regards to fuel purchasing decisions.

11.2 PETROLEUM PRODUCT AND INDUSTRY OVERVIEW

In India, the marketing of petroleum products for retail customers is performed by two 
major players. The first is the Public Sector Oil Marketing Companies (OMCs). The 
OMCs are Indian Oil Corporation Ltd (IOCL), Hindustan Petroleum Corporation Ltd 
(HPCL), Bharat Petroleum Corporation Ltd (BPCL), Numaligarh Refinery Ltd (NRL), 
Mangalore Refinery & Petrochemicals Ltd (MRPL), and Bharat Oman Refineries Ltd 
(BORL). The second includes private companies such as Reliance, Essar, and Shell. 
As per data available on the website of the Ministry of Petroleum and Natural Gas, 189 
liquid petroleum gas (LPG) bottling plants and 320 terminals/depots were operational 
with 19,136 LPG distributorships as 1 September 2017. As of 1 April 2017, there were 
59,595 retail outlets, including those of private companies with 6543 SKO/LDO deal-
ers across nation (http://petroleum.nic.in/marketing/about-marketing).

Considering the intensified competition in the segment, industry players are look-
ing at ways to retain their customer base. This study sought to identify the meaning-
ful factors that impact on brand preference and loyalty.

11.3 LITERATURE REVIEW

The concept of brand equity is still under development, because since the 1980s 
many definitions have been proposed by different authors. Early definitions of brand 
equity ranged from “the net present value of the incremental cash flows attributable 
to a brand name” (Shocker & Weitz, 1988) to the “set of associations and behavior 
on the part of the brand’s consumers, channel members and parent corporation.

The most accepted definition of brand equity was given by Aaker (1991), as a set 
of assets and liabilities linked to a brand, its name and symbol that adds to or sub-
tracts from the value provided by a product or a service to a firm and/or to that firm’s 
customers. The American Marketing Association defines it from the consumer’s 
perspective as brand equity is based on consumer’s attitude towards the brand and 
favorable consequences of brand use. There have been many conceptualizations of 
brand equity given its complexity and multifaceted nature.
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Ali and Mukadas (2015) studied the impact of brand equity on brand loyalty with 
the mediation of customer satisfaction in restaurant sector of Lahore, Pakistan. The 
study uses seven dimensions of brand equity, which include physical quality, staff 
behavior, ideal self-congruence, brand identification, life style-congruence, trust and 
environment.

Srivastava and Shocker (1991) talked about brand value which has long-term 
effect on cash flows and future profits. Hsin and Ya Ming Liu (2009) explained per-
ceived quality as sustainable and greater preference and purchase intentions in ser-
vice industry. Brand loyalty is much closer to the concept of overall brand equity 
than brand awareness associations and perceived quality.

Prasanna and Milan (2013) in their study identified several factors that influenced 
customers to select a particular petrol retail outlet: speed of delivery in meeting basic 
needs, value-added services, reliability, and exceptional service. They categorized 
the four levels of customers’ expectations from a petrol retail outlet.

A petrol service station with a forecourt store represents a hybrid retail business 
that combines franchise and convenience store. A  review of franchising research 
determined that franchising research has mainly focused on franchise structure, 
consumer exchange (i.e., price and promotion), and strategic intention (Chabowski 
et al., 2011).

Ali and Mukadas (2015) stated in their study the effect of trust on brand loyalty 
with mediation of customer satisfaction and offer practical help for managers to train 
employees which could enhance customer satisfaction and loyalty.

Attri et al. (2012) stated in their study that PSU petrol firms need to work on inte-
grated marketing communication strategies to increase brand awareness. Chahal and 
Bala (2015) in their confirmatory study on brand equity and brand loyalty: A special 
look at the impact of attitudinal and behavioral loyalty examined the relationship 
between brand equity and brand loyalty. Šalčiuviene and Auruškevičiene (2003). 
Study on dimensions of fuel customer loyalty-multidimensional concept explained 
the big picture of loyalty is far from its component factors. The loyalty holistically is 
different from its component factors. Pope et al. (2012) in their study quoted the use-
fulness of multiple attribute decision model to help resolve such complex decisions. 
The location is everything in retailing as said by many decision makers.

Kumar and Sahay (2004) underlined the petrol retail outlets not only commodity 
dispenser but also the service centers for developing loyalty among the customers.

11.4 OBJECTIVE OF THE STUDY

This study was undertaken with the objective to measure customer perceptions 
towards the quality, quantity, and services offered by fuel retail outlets and to iden-
tify the major components of retail outlet preference for a customer (retail outlet 
loyalty).

11.5 METHODOLOGY

Lucknow was the geographical area chosen for study. A sample of 35 petrol pumps 
were chosen from Lucknow. Data were captured from customers visiting a specific 
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pump for their fuel needs. A questionnaire was developed to interview regular cus-
tomers of fuel stations. To engage customers and to get their valuable time for an 
interview, respondents were provided a fuel coupon based on funds provided by a 
petroleum firm once they spent time answering questions and giving honest feedback.

A detailed questionnaire was prepared covering all the factors that could be used 
to measure the perceived brand equity and customer loyalty. The questionnaires 
were uploaded onto tablets that were used to help collect the responses and perform 
data analysis.

The final list of variables was made after a pilot study involving five petrol pumps 
with a small sample of customers to verify the significance of the variables used to 
measure customer perceptions towards the quality, quantity, location, and impact of 
value-added services in customer purchase intentions.

11.5.1 SamPle Profile

The data were collected using a survey method from 2300 respondents from differ-
ent petrol pumps in Lucknow. Out of the collected data, 1715 questionnaires were 
used for analysis, as the rest of the data were found to be incomplete in one or the 
other parameters.

The questionnaire was put to reliability analysis which came out to be .851 and is 
appropriate for taking up further analysis.

11.6 ANALYSIS AND INTERPRETATION

11.6.1 determination of the imPortance attached to variouS 
ParameterS By cuStomerS in chooSing a Petrol PumP

In order to find out the importance attached by customers to various parameters under 
study for choosing a petrol pump, Kendall’s W test was applied. As per Table 11.1, it 
can be seen that the asymptotic significance for Kendall’s W test came out to be sig-
nificant, with convenient location being given the highest importance by a customer 
for choosing a petrol pump outlet, followed by fuel quality and quantity. Provision of 
additional services did not have a significant impact on a customer’s choice of an outlet. 
Strangely, complaint handling was rated lowest by the customer in making a choice for 
a petrol pump. This can be attributed to the fact that people hardly ever get into argu-
ments with officials and workers of petrol pumps with regards to quantity and quality, 
as they have accepted that their complaint will not lead to any result. Rather, customers 
prefer those petrol pumps that are convenient in location to them and that they perceive 
the quality and quantity supplied to be relatively better than the others.

11.6.2 determination of the relationShiP BetWeen 
time duration of aSSociation With a Petrol PumP vS. 
imPortance attached to variouS ParameterS

In order to determine the relationship between time duration of association with a 
petrol pump and the importance attached to a parameter, crosstab analysis with a 
Chi-square test was performed.
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11.6.2.1 Time Duration vs. Fuel Quality
The Table  11.2 clearly shows that fuel quality has a significant impact on a cus-
tomer’s choice of visiting and revisiting a petrol pump. It can be seen from Table 11.2 
that customers have a direct relationship between visiting a petrol pump vis-à-vis 
perceived good fuel quality as people who have been visiting a petrol pump for a year 
or more finding fuel quality to be on the better side (good, very good, and excellent).

11.6.2.2 Time Duration vs. Fuel Quality
It can be seen from Table 11.3 that fuel quantity has a significant impact on a cus-
tomer’s choice to revisit a petrol pump. It can be seen that there is a high percent-
age of concentration of customers in good (15.1%), very good (18.8%), and excellent 
(32.0%), especially for the time period of visit being a year or above. This shows that 
the perceived fulfillment of promised quantity does make an impact on being a loyal 
customer of a petrol pump.

11.6.2.3 Time Duration vs. Service
The Table 11.4 shows that service delivery time has an impact on customer loyalty 
and length of association with the petrol pump as customers who stay longer find and 
rate promptness in service as very good or excellent.

11.6.2.4 Time Duration vs. Behaviour
The Table 11.5 shows that behavior of staff does have an impact on a customer being 
associated with a petrol pump. It is quite obvious that every human being likes to 
be treated with respect and dignity, and the behavior of officials and staff make a 
significant difference for the same. Congenial and cordial behavior of staff even in 
the situation of argument forces customers to think positively of the petrol pump and 
urge to stay longer.

TABLE 11.1
Importance Attached to Parameters
Ranks

Mean Rank Test Statistics

Convenient Location 5.78 N 1715

Fuel Quality 5.50 Kendall’s W* .062

Fuel Quantity 5.48 Chi-square 851.179

Cleanliness Maintenance 5.10 df 8

Behavior Of Staff 5.02 Asymp. sig. .000

Prompt Service 4.91

Basic Amenities 4.48

Additional Services 4.41

Complaint Handling 4.30

* Kendall’s coefficient of concordance.
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TABLE 11.2
Since When You Have Been Taking Fuel vs. Fuel Quality
% of Total   @6aFuelQuality

  Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .2% .1% .1% .5% 1.2% 1.0% 1.9%

Last six months .8% .1% .1% .5% .6% 2.3% 3.2%

One year .2% .1% .4% .8% 1.7% 2.3% 6.9%

More than a year 2.1% .6% 1.0% 5.4% 15.8% 17.2% 32.8%

Total 3.4% .8% 1.7% 7.1% 19.3% 22.9% 44.8%

Chi-Square Tests

  Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 59.699* 18 .000

Likelihood Ratio 53.253 18 .000

Linear-by-Linear 
Association

3.671 1 .055

N of Valid Cases 1715

*  Eight cells (28.6%) have an expected count less than 5. The minimum expected count is .72.

TABLE 11.3
Since When You Have Been Taking Fuel vs. Fuel Quantity
  @6bFuelQuantity

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month   .3% .2% .6% .8% 1.0% 2.1%

Last six months .8% .1% .2% .2% .8% 2.6% 2.9%

One year .2% .1% .5% .6% 1.7% 3.3% 6.0%

More than a year 2.0% .8% 1.1% 5.1% 15.1% 18.8% 32.0%

Total 3.0% 1.2% 2.0% 6.6% 18.5% 25.7% 43.0%

Chi-Square Tests

  Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 72.486* 18 .000

Likelihood Ratio 59.964 18 .000

Linear-by-Linear 
Association

3.464 1 .063

N of Valid Cases 1715    

* Eight cells (28.6%) have an expected count less than 5. The minimum expected count is 1.08.
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TABLE 11.4
Since When You Have Been Taking Fuel vs. Prompt Service
  @6cPromptService

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .1% .1% .3% .7% .8% 1.5% 1.6%

Last six months .7% .2% .2% .2% 1.2% 2.3% 2.7%

One year .1% .2% .5% .7% 2.1% 4.7% 4.1%

More than a year 2.2% 1.2% 2.0% 7.1% 15.6% 21.0% 25.9%

Total 3.1% 1.7% 3.0% 8.7% 19.7% 29.5% 34.4%

Chi-Square Tests

  Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 44.207* 18 .001

Likelihood Ratio 40.371 18 .002

Linear-by-Linear  
Association

.896 1 .344

N of Valid Cases 1715    

* Seven cells (25.0%) have an expected count less than 5. The minimum expected count is 1.49.

TABLE 11.5
Since When You Have Been Taking Fuel vs. Behavior of Staff
 % of Total @6dBehaviorOfStaff

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .1% .1% .2% .6% 1.4% 1.0% 1.8%

Last six months .6% .3% .1% .5% .9% 2.6% 2.5%

One year .2% .2% .2% .6% 2.0% 4.8% 4.3%

More than a year 2.3% 1.5% 1.3% 6.8% 15.5% 20.5% 27.1%

Total 3.1% 2.2% 1.9% 8.5% 19.8% 28.9% 35.7%

Chi-Square Tests

  Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 43.936* 18 .001

Likelihood Ratio 41.616 18 .001

Linear-by-Linear  
Association

.680 1 .410

N of Valid Cases 1715    

* Eight cells (28.6%) have an expected count less than 5. The minimum expected count is 1.64.
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11.6.2.5 Time Duration vs. Complaint Handling
The Table 11.6 corroborates the findings of Table 11.5 where complaint handling, 
which is a fallout of behavior of staff, has a significant impact on customers’ percep-
tions and feelings of returning to a petrol pump even if an argument/complaint has 
occurred.

11.6.2.6 Time Duration vs. Additional Services
Table  11.7 shows that presence of additional services does not have a significant 
impact on a customer’s length of stay. This is quite interesting, as one would have 
expected that additional services like filling of tires with air, cleaning of car win-
dows, and the like would have a positive impact on the minds of customers as they 
would have seen getting more than what they had paid for.

11.6.2.7 Time Duration vs. Basic Amenities, Cleanliness, and Maintenance
As can be seen from Tables 11.8 and 11.9, basic amenities such as provision of drink-
ing water, providing shade, etc., and cleanliness and maintenance of ambience does 
significantly affect customer association with a petrol pump.

11.6.2.8 Time Duration vs. Location
Table  11.10 clearly brings out the fact that location convenience has a significant 
impact of length of association of a customer with a petrol pump. This corroborates 

TABLE 11.6
Since When You Have Been Taking Fuel vs. Complaint Handling
  @6eComplaintHandling

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .1% .1% .1% 1.6% 1.0% .8% 1.4%

Last six months .4% .3% .4% 1.2% 1.0% 2.0% 2.2%

One year .2% .2% .2% 1.5% 2.3% 4.5% 3.6%

More than a year 1.5% 1.3% 3.5% 14.1% 14.1% 18.5% 21.9%

Total 2.2% 2.0% 4.3% 18.3% 18.4% 25.8% 29.0%

Chi-Square Tests

  Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 46.35* 18 .000

Likelihood Ratio 43.133 18 .001

Linear-by-Linear 
Association

.972 1 .324

N of Valid Cases 1715    

* Seven cells (25.0%) have an expected count less than 5. The minimum expected count is 1.74.
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TABLE 11.7
Since When You Have Been Taking Fuel vs. Additional Services
  @6fAdditionalServices

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .1% .1% .2% .9% 1.0% 1.7% 1.1%

Last six months .2% .5% .6% .8% 1.0% 2.3% 2.1%

One year .2% .2% .5% 1.3% 2.5% 3.8% 3.9%

More than a year 1.8% 2.2% 3.7% 10.3% 15.9% 18.7% 22.3%

Total 2.3% 3.0% 5.0% 13.2% 20.4% 26.6% 29.4%

Chi-Square Tests

  Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 26.447* 18 .090

Likelihood Ratio 25.912 18 .102

Linear-by-Linear 
Association

.034 1 .853

N of Valid Cases 1715    

* Six cells (21.4%) have expected count less than 5. The minimum expected count is 2.05.

TABLE 11.8
Since When You Have Been Taking Fuel vs. Basic Amenities
  @6gBasicAmenities

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .2% .2% .3% .8% 1.0% 1.0% 1.6%

Last six months .2% .5% .5% 1.2% .9% 1.9% 2.4%

One year   .1% .4% 1.4% 3.0% 2.9% 4.5%

More than a year .8% 1.4% 3.4% 12.8% 15.7% 18.4% 22.4%

Total 1.1% 2.1% 4.7% 16.2% 20.7% 24.3% 31.0%

Chi-Square Tests

  Value Df Asymp. Sig. (2-sided)

Pearson Chi-Square 38.724* 18 .003

Likelihood Ratio 37.516 18 .004

Linear-by-Linear 
Association

.737 1 .391

N of Valid Cases 1715    

* Seven cells (25.0%) have an expected count less than 5. The minimum expected count is .97.
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TABLE 11.10
Since When You Have Been Taking Fuel vs. Convenient Location
  @6iConvenientLocation

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_SinceWhen Last month .1% .1% .3% .4% .6% 1.4% 2.2%

Last six months .8% .1% .3% .5% .9% 1.8% 3.1%

One year .2%   .1% .5% 1.3% 3.7% 6.5%

More than a year 1.8% .6% 1.5% 5.2% 10.3% 17.0% 38.4%

Total 2.9% .8% 2.3% 6.6% 13.2% 23.9% 50.3%

Chi-Square Tests

  Value Df Asymp. Sig. (2-sided)

Pearson Chi-Square 50.218* 18 .000

Likelihood Ratio 41.535 18 .001

Linear-by-Linear 
Association

7.969 1 .005

N of Valid Cases 1715    

* Eight cells (28.6%) have an expected count less than 5. The minimum expected count is .72.

TABLE 11.9
Since When You Have Been Taking Fuel vs. Cleanliness/Maintenance
  @6hCleanlinessMaintenance

Poor Very 
Bad

Bad Average Good Very 
Good

Excellent

@3_
SinceWhen

Last month   .1% .4% .4% .8% 2.0% 1.4%

Last six months .2% .3% .5% .7% 1.0% 2.6% 2.3%

One year   .1% .3% .9% 1.8% 4.3% 4.9%

More than a year .5% .9% 2.6% 8.6% 13.8% 21.5% 26.9%

Total .6% 1.5% 3.9% 10.7% 17.4% 30.4% 35.5%

Chi-Square Tests

  Value Df Asymp. Sig. (2-sided)

Pearson 
Chi-Square

42.422* 18 .001

Likelihood Ratio 38.330 18 .004

Linear-by-Linear 
Association

1.763 1 .184

N of Valid Cases 1715    

* Seven cells (25.0%) have an expected count less than 5. The minimum expected count is .56.

Prop
ert

y o
f C

RC Pres
s



159Measuring Customer Brand Equity and Loyalty

the findings of Kendall’s W test where convenient location was rated as the most 
important parameter for choosing a petrol pump.

11.7 DISCUSSION

Customer perception towards brands varies with the type of product and service. 
Customers may also be influenced by information that may be true or untrue. 
Word of mouth and a firm’s own marketing communication play a vital role 
in shaping customer perceptions. If a petroleum firm communicates a message 
such as “Pure for sure,” it means that they are claiming to offer high-quality to 
customers. However, customer perceptions result from the influence of multiple 
factors. There are several studies on brand equity. Since the 1990s, a lot of work 
has been performed on brand equity, with Keller (1993) giving the first brand 
equity definition from the customer perspective, which has been quoted in lit-
erature review.

Brand preference is a component of brand equity from the customer viewpoint 
in retail marketing of petroleum products, especially for diesel and petrol which are 
regulated products and the price controlled by the government based upon interna-
tional crude oil fluctuations and other factors.

This study determined that location is the most important factor in brand 
preference. Even in retail marketing it is endorsed that location is everything. 
That why almost every petroleum firm focuses first on location when planning 
a retail outlet. Quality and quantity of the petroleum product is the second most 
influential component in purchase decisions. But it is very difficult for custom-
ers to measure the quality of a petroleum product. Normally they measure the 
quality by the mileage they get after fueling their vehicle. But petroleum firms 
assure that they are offering quality and quantity in every transaction with the 
customer. In the recent past, several petrol pumps from one of the OMCs was 
selling compromised quality and quantity petrol. This kind of incident causes 
a lot of damage to brand equity. But the effect on customer preference hardly 
make any significant difference because most of the retail outlets do not have 
effective complaint mechanisms. Even if the company offers a complaint form 
on its website, customers are not aware of this, so the customer complaint mech-
anism does not have any significant effect on brand preference. Value-added 
services such as tire checks and window cleaning have some effect on brand 
preference, but behavior of staff is not be considered to be a major contributor 
to brand preference because it is expected by the customer that they will be 
treated well. Any misbehavior would obviously be considered a major influenc-
ing factor.

So, to conclude, the findings of this study suggest that location (convenience), 
quality and quantity (core product), and value-added services are the major com-
ponents of brand preference in the oil retail marketing segment. Brand image and 
repeat purchase contribute to overall brand equity. Thus, oil marketing companies 
should focus on location and core product offerings. Due to the changing market and 
intensified competition, factors such as value-added services and complaint redressal 
mechanisms should be considered.
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Random Walk 
Hypothesis: Evidence 
from the Top 10 Stock 
Exchanges Using the 
Variance Ratio Test

Madhu Arora, Miklesh Prasad 
Yadav, and Smita Mishra

12.1 INTRODUCTION

Many researchers have examined what determines the price of a stock. When all 
of the available information is reflected in the stock price, there is efficiency in the 
market, but the major question is that how quickly it is absorbed into the stock price. 
Market efficiency has been classified as weak, semi-strong, and strong (Fama, 1965). 
EMH says that the price of a stock tends to reflect all of the information available 
such that no investor can enjoy an abnormal profit. It says that the price of a security 
is independent from its past prices. Investors can easily identify the significance of 
market efficiency. If the stock market follows the random walk model, no investor 
can generate an abnormal profit. Hence, an investor can study the market carefully 
on the basis of it. Arusha and Genertne (2007) determined that foreign investment 
can be attracted and domestic saving can be encouraged if there is presence of ran-
dom walk in the stock market. This provides the motivation for the present study. 
One of the approaches to determining whether the random walk is present is to ver-
ify the occurrence of the unit root in security prices. If the security price includes the 
unit root, then the shock be reflected permanently as the prices will move to a new 
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path. But when prices follow a mean-reverting process, future price movement can 
be estimated from past values. Ahmad et al. (2006), Alimov et al. (2004), and Gupta 
Basu (2007) studied efficiency in the stock market. The efficient market hypothesis 
explains that, statistically, share price changes have a similar distribution and are 
independent of each other. It means that share price fluctuation has no memory, and 
thus an investor cannot estimate future market prices based on the past history of 
the stock price. Fama (1970) identified three forms of market efficiency. The first is 
the weak form of market efficiency that presumes that the present share price fully 
reflects all the available market information. It says that the past price and volume 
of stock are not associated with future prices, and thus one cannot generate excess 
returns. The second is the strong form of market efficiency that assumes that the cur-
rent share price adjusts rapidly in response to the release of new public information. 
The third is the strong form of market efficiency that says that the current share price 
fully reflects all public and private information. It assumes market, non-market, and 
inside information are all factored into the share price.

The motivation behind the occurrence of an efficient market is competition 
amongst investors to gain from new information that becomes available in the mar-
ketplace. In a perfect capital market, every investor has homogeneous information 
and no one can benefit from the shifts because all the investors have similar access 
to announcements. It means that it is difficult to systematically under- or overvalue 
stock prices. Amid the great contributions of studies of market efficiency was the 
determination that there could be anomalies in the short run. Marseguerra (1998) 
says that there are some assumptions for this market efficiency like there are no 
taxes, no agency costs, and the all the investors have the similar information. The 
random walk theory assumes that a rational person is aware of the risks associ-
ated with investment and measures that risk premium. It says that fluctuations in 
stock price are not associated with any exogenous variables, but rather are reflected 
through investor behaviour based on new information that arrives in the market-
place. In the present study, the stock price of the top 10 countries in the world has 
been considered for testing the efficiency. An efficient market increases the confi-
dence of investors who have invested in stock market and can motivate others who 
want to invest as no one can generate abnormal amount of profitability (Marulkar 
& Muhammadriyaj, 2017). In the current study, the top 10 stock markets in terms of 
market capitalization have been considered for testing market efficiency.

12.2 REVIEW OF THE LITERATURE

In order to find out the research gap, a thorough study on the random walk model 
was performed (see also Table 12.1). Husain (1997) determined that the random 
walk does not exist in the Pakistan stock market because of its strong dependence 
on stock returns. Mustafa and Nishat (2007) found that Middle Eastern markets 
have a significant correlation with returns, and thus the random walk hypothesis 
does apply. However, the leading emerging market is not consistent in this aspect. 
Liu, Song, and Romilly (1997) found the weak form of efficiency in China. Darrat 
and Zhong (2000) and Lee, Chen, and Rui (2001) found independence of stock 
returns series for Chinese stock markets. Nevertheless, some conflicting results 
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TABLE 12.1
Literature Review
Author(s) Year Methodology Statistical Tool Findings

Amanulla and 
Kamaiah

1998 BSE Sensex Rank correlation Weak form of market 
efficiency.

Poshakwale 2002 BSE Sensex — Inconclusive.

Hoque et al. 2007 Eight emerging 
markets

Variance ratio Random walk does 
not exists.

Worthington and 
Higgs

2009 Australian Stock 
Exchange

Correlation test Random walk does 
not exist.

Abdmoulah 2010 Arab stock markets — Inefficient.

Borges 2011 European stock 
exchanges

Autocorrelation test, 
run test, variance test

Mixed results.

Majumder 2012 BRIC stock markets Serial correlation test Inefficiency.

Vidali Maria 2013 London Stock 
Exchange

Variance ratio test, 
autocorrelation test

Weak efficiency.

Dsouza and 
Mallikarjunappa

2015 Eight emerging 
stock markets

Autocorrelation test, 
run test, variance 
ratio test

Do not follow 
random walk.

Marulkar, Kedar 
Faniband, and 
Muhammadriyaj

2017 Bombay Stock 
Exchange (BSE)

Run test, serial 
correlation test

Efficient in weak 
form due to which it 
follows random walk.

Tahir et al. 2017 Karachi Stock 
Exchange (KSE)

ADF test, 
autocorrelation

Not efficient.

were reported in the same market by Lima and Tabak (2004). The Chinese-A 
stock and Singapore stock market are weak-form efficient but the Chinese-B 
shares and Hong Kong market were found to be autocorrelated with stock returns. 
Gupta (2007) determined that the Indian stock market follows efficiency in the 
stock market. The researchers noted that market capitalization and liquidity gen-
erated conflicting results in the stock market in the same country. Lock (2007), 
Charles and Darne (2008), and, Fifield and Jetty (2008) found that the Chinese 
stock market follows the random walk hypothesis.

Worthington and Higgs (2009) concluded that the Australian market rejected the 
random walk hypothesis because of its strongest dependence in security returns in 
past trading days. Hoque, Kim, and Pyun (2007) found serial correlation in stock 
returns in eight emerging markets. Benjelloun and Squalli (2008) studied the market 
efficiency in different sectors using multiple variance tests. They found inconsistency 
in the results amongst various sectors and different economies. The efficient market 
hypothesis has been studied by Borges (2011) in the European stock market. The 
author tested market efficiency by applying the multiple variance ratio, ADF unit 
root, autocorrelation, and run test, with mixed results in terms of market efficiency 
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in different countries. Nakamura and Small (2007) applied the small-shuffle surro-
gate method to test the market efficiency. The study found random walk in US and 
Japanese stock returns in the given time period.

The majority of the studies on market efficiency have been global in nature, but 
the results have been inconclusive. In the line with the above contradiction, the 
present study focused on testing the random walk hypothesis based on top 10 stock 
exchanges based on market capitalization.

12.3 DATA AND RESEARCH METHODOLOGY

12.3.1 data

The daily stock indices of the top 10 stock exchanges by market capitalisation were 
considered. Stock prices from 1 January 2010 to 25 January 2018 were examined. 
The adjusted closing prices were collected from the Prowess database of CMIE and 
Yahoo Finance. Table 12.2 lists the stock market indices examined.

12.4 METHODOLOGY

The basic purpose of the study is to examine whether the top 10 stock indices move 
randomly or not. For the same, the random walk theory is applied. The random walk 
without drift can be presented as follows:

 Y Y et t 1 t= +−   (12.1)

TABLE 12.2
Stock Market Indices
Rank Market Country Stock Indices No. of Observation

1 New York Stock Exchange US NYSE 2785

2 NASDAQ US NASDAQ 100 2785

3 London Stock Exchange UK FTSE 100 2797

4 Tokyo Stock Exchange Japan Nikkei 913

5 Shanghai Stock Exchange China SSE 2696

6 Shenzhen Stock Exchange China SZSE 2180

7 Toronto Stock Exchange Canada TSX 2778

8 Bombay Stock Exchange India Sensex 2117

9 Frankfurt Stock Exchange Germany FWB 1904

10 Hong Kong Stock Exchange Hong Kong HKEX 2187

Source: Author’s own presentation.
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where Yt is the value in time period t, Yt-1 is the value in time period t-1, and et is 
the value of the error term in time period t.

Lo and Mackinaly (1988) developed a variance ratio test that distinguishes alter-
native stochastic processes; that is, if the stock prices follow a random walk process, 
then the variance of yearly log price has to be 12 times as large as the variance of 
monthly stock return. A stochastic process is presented as follow:

 R =  + lnP P + t t t 1 tµ - - ε   (12.2)

where Rt is stock returns, µ is the drift parameter; ln Pt is the log price at time t, and 
Pt-1 is the log price at t-1. The error term is independent identical distribution (iid) 
and noise disturbances are uncorrelated. Under the random walk hypothesis, the 
variance of rt + rt-1 should be twice the variance of rt. The variance ratio can be shown 
as follows:

 

VR 2  = Var r 2 = Var r + r

2Var r 2Var r

= 2V

[ ]t t t-1

t t

( ) ( ) [ ]
[ ] [ ]

aar r  + 2Cov r r

2Var r

VR 2  = 1+p 1

t t, t-1

t

[ ]  

[ ]
( ) ( )

  (12.3)

where p(1) is depicted as the first-order autocorrelation coefficient of returns 
(rt). When VR (2) becomes equal to 1, it means the stock return holds true 
with regard to the random walk hypothesis. The VR (2) will be applied to any 
period in the series. If the value of the variance ratio is less than one, then nega-
tive autocorrelation arises; if it is more than one, then positive autocorrelation 
occurs.

The variance ratio of Lo and Mackinlay (1988) tests the individual variance 
of the ratio at a time t. Therefore, the variance ratio is used to examine the 
variance of various q values. If the variance ratio of some q period is rejected, 
the null of random walk is rejected. But the random walk hypothesis needs the 
variance ratios for entire periods to be equal to one; therefore, the test must 
be applied jointly for entire q periods. In order to combat this problem, Chow 
and Denning (1993) developed a multiple variance ratio test in which multiple 
variance ratios for various periods can be tested to observe whether the ratio is 
jointly equal to one or not. The null hypothesis in the Lo-Mackinlay test is VR 
(q) = 1, whereas in the multiple variance ratio test Mr= (qi) = VR (q) – 1 = 0. It 
can be presented as:

 M q i 1,2 , m|r i( ){ }= …   (12.4)
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Under the random walk hypothesis, the null and alternative hypotheses can be show 
as follows:

 

H = M q 0 for i = 1,2 m

H = M q 0 for i = 1,2 m

oi r i

oi r i

( )
( )

= …

…

, ,

, ,1

CCD1 = Tmaxn|1  i  Z qi√ ≤ ≤ ( )
  (12.5)

One of the most often used tests for the market efficiency or random walk model is 
testing the unit root in stock returns. The logic behind testing for the presence of a 
unit root is that the presence of a unit root keeps shocks forever. If a stock series has 
a unit root, it means that a shock never dies; it assumes that shock is permanent. It 
says that price movements are found because of random shocks, which cannot be 
estimated, and thus it is impossible to predict the future stock price. But any series 
that does not have a unit root is stationary, and thus it can be predicted that it will 
revert back to its natural mean.

12.5 RESULTS AND DISCUSSION

Table  12.3 presents the descriptive statistics for the 10 indices. The Hong Kong 
Exchange (HKEX) had the highest average returns compared to rest of the stock 
exchanges. The standard deviation of the Frankfurt Stock Exchange was highest due, 
reflecting its volatility. The returns of seven of the stock exchanges were negatively 
skewed (returns were flatter to the left of the normal distribution) and three stock 
exchanges were positively skewed (flatter to the right of normal distribution). The 
Jarque-Bera (1980) of all the stock exchanges were less than 5%, which confirms that 
the returns were non-normally distributed.

The series follow random walk when they are nonstationary (Dsouza & 
Mallikarjunappa, 2015). The ADF test was used to determine the stationarity of 
the series. The ADF test statistics, probability values, and test critical values of 
different significance levels are provided in Table 12.4. All the stock exchanges 
reported negative ADF test statistics and test critical values at 1%, 5%, and 10% 
significance levels. The probability value was less than 5%, signifying rejec-
tion of the null hypothesis (series has unit root); hence, the return series of stock 
exchanges are stationary. These stationary results are similar to Lock (2007), 
Charles and Darne (2008), and Dsouza and Mallikarjunappa (2015). Therefore, it 
can be said that markets are inefficient in all the sample stock exchanges and do 
not follow random walk.

The Table 12.5 presents the results of the serial correlation LM test. The test says 
that either there is autocorrelation with its own lag or not. The result of different 
lags—lag 2, lag 4, lag 8, and lag 16—have been depicted. The p-value of all the lags 
of the 10 stock exchanges were significant except the Tokyo Stock Exchange. This 
means that there is autocorrelation in nine of the stock exchanges, whereas there is 
efficiency in the Tokyo Stock Exchange. A technical analyst or fundamental analyst 
can generate abnormal returns in these nine stock exchanges, but one cannot gen-
erate abnormal returns in the Tokyo Stock Exchange. As per the result of the LM 
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TABLE 12.4
Result of ADF Test of Sample Indices
Indices ADF Test 

Statistic
Prob. 
Value

Test Critical Value

1% level 5% level 10% level

BSE −48.45659  0.0001 −3.432549 −2.862397 −2.567271

FLANKFURT −53.24689  0.0001 −3.432486 −2.862369 −2.567256

HKEX −47.76131  0.0000 −3.961398 −3.411450 −3.127580

LSE −54.13720  0.0000 −3.961324 −3.411414 −3.127559

NASDAQ −56.81752  0.0000 −3.961338 −3.411421 −3.127563

NYSE −41.22304  0.0000 −3.961339 −3.411421 −3.127563

SHANGHAI −51.01395  0.0000 −3.961447 −3.411474 −3.127595

SZSE −41.87419  0.0000 −3.962256 −3.411870 −3.127830

TSE −54.79891  0.0000 −3.961346 −3.411425 −3.127565

TSX −54.80271  0.0001 −3.432512 −2.862381 −2.567262

Source: Author’s calculation.

TABLE 12.5
Result of Breusch-Godfrey Serial Correlation LM Test
Indices No. of 

Observations 2 4 8 16

BSE 2117 0.553250
(−10.93192)

0.285241
(−10.09045)

0.132996
(−8.337059)

0.066787
(−6.320499)

FLANKFURT 1904 0.515937
(−3.688610)

0.248773
(−3.784272)

0.117223
(−3.710024)

0.061416
(−3.516740)

HKEX 2187 0.543139
(−12.41142)

0.278152
(−11.19569)

0.132338
(−9.097688)

 0.068226
(−6.986588)

LSE 2797  0.473354
(−12.72969)

 0.236317
(−10.69044)

 0.120199
(−8.308551)

 0.058997
(−6.226367)

NASDAQ 2785  0.484889
(−11.44694)

 0.240847
(−9.476565)

 0.115942
(−7.473016)

 0.055412
(−5.575173)

NYSE 2785  0.487190
(−10.62053)

 0.236375
(−8.883317)

 0.113766
(−6.850697)

0.054193
(−5.010283)

SHANGHAI 2696  0.523655
(−13.53578)

0.235599
(−12.48560)

 0.126261
(−9.765104)

0.063186
(−7.476904)

SZSE 2180 0.568562
(−12.97417)

 0.260655
(−12.82527)

0.133929
(−10.35067)

0.068999
(−7.892557)

TSE 913  1.039940
(0.987884)

1.075298
(1.017748)

1.068748
(0.587295)

1.051043
(0.297365)

TSX 2778 0.502161
(−9.056880)

0.239970
(−8.150457)

0.117919
(−6.331297)

0.058342
(−4.531632)

Source: Author’s calculation.
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Test, it is clear that these nine stock exchanges are inefficient but the Tokyo Stock 
Exchange is efficient.

12.6 CONCLUSION

The purpose of the present study is to test the weak market efficiency of top 10 
stock exchanges. Investors want to generate abnormal returns; hence, understanding 
the stock market is important to them. The present study helps investors to know 
which stock exchange can create abnormal returns. The top 10 stock exchanges have 
been considered in the present study. It has been found that the NYSE, NASDAQ 
100, FTSE 100, Nikkei, SSE, SZSE, Sensex, FWB, and HKEX are not efficient, 
which means that investors can earn abnormal returns. In contrast, the Tokyo Stock 
Exchange (TSX) is an efficient stock exchange. Efforts to predict returns in the 
Tokyo Stock Exchange (TSX) will be incorrect.
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13.1 INTRODUCTION

Among several business problems, the transportation problem is the most impor-
tant application that deals with the distribution of product. In a standard cost-min-
imization transportation problem (CMTP), the motive is to obtain the minimum 
cost of transportation between the source destination pairs which works within 
the given capacity. The CMTP is defined as: let ai be the availability at given 
sources ∀(i = 1 to m) and bj be the requirement of given destinations ∀( j = 1 to 
n). For each transportation between the ith source and jth destination, the per unit 
cost of each product is cij and zij is the quantity transported. Thus, a balanced 
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cost-minimization transportation problem (Σai  = Σbj) deals with minimization 
of total cost.

Mathematically, CMTP is stated as:

min c zij

j

ij

i
∑∑

subject to:

z a i I m

z b j J n

z i j

ij

j

n

i

ij

i

m

j

ij

=

=

∑

∑

= ∀ ∈ =

= ∀ ∈ =

≥ ∀

1

1

1

1

0

,

,

, ( , )

 to 

 to 

∈∈ IXJ

where:
I (set of sources) = 1 to m
J (set of destinations) =1 to n
ai = availability at each source
bj = requirement of each destination
zij = transported quantity to jth destination by ith source

Initially, CMTP was solved by Hitchcock (1941). Later, Dantzig (Dantzig, 1963; 
Dantzig & Thapa, 1963) developed the simplex method to solve CMTP. Many 
researchers widely studied this problem and found several applications in different 
fields. A variant of CMTP is studied by Appa (1973). A lot of work has been done 
on CMTP with mixed constraints and flow constraints (Brigden, 1974; Klingman & 
Russel, 1974; Khanna, Bakshi, & Puri, 1981).

Most real-world problems require different objectives, minimizing the time of 
transportation instead of cost. For example, in a situation like war, time is the main 
priority in transportation of various operational needs in the battlefield. Thus, TMTP 
is the special case of the bottleneck linear programming problem and was initially for-
mulated by Hammer (1969). It deals with the minimization over the convex polytope of 
concave objective function. Various authors have considered the bottleneck program-
ming problem (Garfinkel & Rao, 1971; Hammer, 1971; Issermann, 1984). In TMTP, 
the aim is to find out the minimum possible time in which the material can be supplied 
from the sources to destinations. Several algorithms have been developed by Szwarc 
(1971, 1996), Bhatia, Swarup, and Puri (1977), Arora et al. (1997), and Nikolic (2007) 
to find the optimal solution of the TMTP. Some authors have generated the lexico-
graphic solutions of the bottleneck programming problem to declare optimality (Arora 
& Puri, 1999; Burkard & Rendl, 1991). In lexicographic optimization, our motive is to 
find that solution vector in which the first component is minimized to as small as possi-
ble and, if the first component is minimized, then to minimize the second component; 
if the first and second components are minimized, then to minimize the third compo-
nent; and so on. Lexicographic optimal solution of TMTP with mixed constraints was 
considered by Khanna, Bakshi, and Puri (1983) and Stayaparkash (1982).
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Mathematically, TMTP is stated as:

min [max ( )]
( , )i j IXJ

ij ijt z
∈

subject to:

z a i I m

z b j J n

z i j

ij

j

n

i

ij

i

m

j

ij

=

=

∑

∑

= ∀ ∈ =

= ∀ ∈ =

≥ ∀

1

1

1

1

0

,

,

, ( , )

 to 

 to 

∈∈ IXJ
where:

I (set of sources) = 1 to m
J (set of destinations) = 1 to n
ai = availability at each source
bj = requirement of each destination
zij = transported quantity to jth destination by ith source
tij:-  transportation time consumed when the destination j is being supplied by the 

source i

t z
t jth ith

ij ij
ij

( )
,

=
 if  destination receive quantity by  soource

  otherwise 0,









Several authors have worked on two-stage TMTP and the assignment problem 
(Sharma, Verma, Kaur, & Dahiya, 2015; Sonia, 2004, 2008). In the most realistic 
circumstances, rather than supplying to all the destinations only some destinations 
fulfill our aim of optimality. This situation is modeled as a priority-based time min-
imization transportation problem (PBTMTP). This chapter examines a PBTMTP 
with mixed constraints and a PBTMTP with flow constraints. The discussed prob-
lems are the extension of the PBTMTP. Here, lexicographic optimization is used 
to find the optimal solutions. Section  13.2 shows the mathematical model of the 
problems. Section 13.3 consists of theoretical results of the problem. Section 13.4 
shows the working steps. A numerical illustration for different cases is shown in 
Section 13.5. Computational details are reported in Section 13.6. Some concluding 
remarks are given toward the end.

13.2 PROBLEM DESCRIPTION

13.2.1 PBtmtP With miXed conStraintS

A priority-based time minimization transportation problem (PBTMTP) can be 
extended to the case with mixed and flow constraints. In PBTMTP some destinations 
are at a prior level in comparison to the others. Thus, prior destinations are treated 
as primary destinations and the others are secondary destinations. Consider a TMTP 
of m sources and n destinations in which some destinations are labeled as priority. 
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Let ai and bj show the availability and the requirement at each source and destination 
respectively. It is assumed that min max

i I
i

j J
ja b

∈ ∈
> .

Mathematically, PBTMTP with mixed constraints is defined as:

min (max ( )) max ( ( ))

( )

( ) ( )z S Z IXJ
ij ij

S Z
ij ij

ij

ij zij

t z t z

S Z
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∈ ∈
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i ij j

i I

ij

j J

i ij j
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3 3, | ,
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where I I J Ji

i

j

j= =

= =
1

3

1

3

  and ′

I (set of sources) = {1,2, . . .,m}
J′ = Primary destinations
J′′ = Secondary destinations
ai = Availability at each source
bj = Requirement of each destination
tij = Transportation time when ith source supply to jth destination

a a xi i ij

i I

′ = − ∀ ∈
∈
∑ , j J1  ; i.e. availability is updated at each source i when all 

primary destinations are served.
I  = Set of sources that are available to supply secondary destinations
J2 = J − J1: Set of Secondary destinations

13.2.2 PBtmtP With floW conStraintS

It is assumed that min max
i I

i
j J

ja b
∈ ∈

> .

Mathematically, PBTMTP with flow constraints z Pij

JI

=∑∑  can be stated as:

min (max ( )) max ( ( ))
( ) ( )z S Z IXJ

ij ij
S Z

ij ij
ij zij

t z t z
∈ ∈

+
1
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subject to:

Case I: If P ≥ max(Σai, Σbj)

S Z z R z a i I z b j J z P zij
m

ij i ij j ij

J

ij( ) { | , , , , , ,= ∈ ≥ ∀ ∈ ≥ ∀ ∈ = ≥ ∀∑ x n  1 0 (( , ) }

( ) { | ’, ,

i j I
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Ii Ij J
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∑∑∑
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iij j ij ij

JIi Ij J
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, , , , ( , ) }2 20
2

XJ

Case II: If P ≤ min(Σai, Σbj)

S Z z R z a i I z b j J z P zij
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Case III: If min(Σai, Σbj) ≤ P ≤ max(Σai, Σbj)

S Z z R z a i I z b j J z P zij
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J
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where:
I (set of /sources) = {1,2, . . .,m}
J′ = Primary destinations
J′′ = Secondary destinations
ai = Availability at each source
bj = Requirement of each destination
tij = Transportation time when ith source supply to jth destination

a a xi i ij

i I

′ = − ∀ ∈
∈
∑ , j J1; i.e. availability is updated at each source I when all 

primary destinations are served.
I  = Set of sources which are available to supply secondary destinations
J2 = J − J1: Set of secondary destinations

13.3 THEORETICAL DEVELOPMENT

For the corresponding balanced PBTMTP, first partition the whole transportation 
route IXJ = {(i, j)}, where i = 1 to m and j = 1 to n in disjoint sets Mp, p = 1,2, . . .,q, 
according to the corresponding time entries such that t1 > t2 > t3 > . . ., . . . > tq. Now, 
corresponding to each defined set Mp, positive weights are attached, say λq − p + 1 for 
p = 1,2, . . .,q, where λp + 1 >> λp, ∀p = 1,2, . . .,q −1. One can refer to Mazzola and 
Neebe (1993) and Sherali (1982) for computation of values of λ. These techniques 
have already been defined by Kaushal and Arora (2018), but for the ready reference 
it is explained as follows:
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 1. Sherali’s technique
• The values of λq − p + 1 are given as:

λq p
q p

ij

D p q

D Max UB z l q

− +
−= =

= + =

1 1 2

1 1 2

, , ,...,..., .

[ ( , , ,...,..., ))], .
( , )i j Mp∈
∑∑ where UB denote the upper bound

• The values of λq − p + 1 are found as:

λ

λ

1

1 1

1

1 2 2 1

=

= + = − −− + − − + ∑u u z p q qq p q p q p ij

Mp

, , ,...,..., , .

This gives

u z z zq q ij q ij ij

i j Mi j Mi j M q

= + +−

∈∈∈
∑∑∑λ λ λ1 1

21

...,...,
( , )( , )( , )

 2. Mazzola’s technique

λ
λ λ

1

1

1

1 1 2 3

=
= + − + =−p pm n p q( ) , , ,...,...,

Here, we proceed using Mazzola’s technique (Mazzola & Neebe, 1993) for com-
putation of weights.

13.3.1 m-feaSiBle Solution

A problem (CPk), defines an M-feasible solution (FS) if ∃ a FS which satisfies the 
following condition: zij = 0 ∀(i,j) ∈ IXJ if tij = M.

13.3.2 leXicograPhic oPtimal Solution (loS)

Let F: S → Rt be the t-dimensional function, where S ⊂ Rt and fk is the kth com-
ponent of F and suppose Z ∈ S be the lexicographic feasible solution. In addition 
to minimizing the function f1, one is also interested in minimizing f2 and, if f1 and 
f2 are as small as possible, then to minimize f3, and so on. Hence, LOS of any time 

minimization transportation is obtained by Lex F Z
Z S

min ( ).
∈

 A feasible solution Z  is 
lexicographically better than Z ∈ S for the lexicographic general optimization prob-
lem (LGOP) if ∃ k ∈ {1,2,. . .,. . .,t − 1}, s.t

f Z f Z s k

f Z f Z

s s

s s

( ) ( ), , ,...,...,

( ) ( ).

= =

<+ +

1 2

1 1

It is represented by F Z F Z( ) ( )<  or we can say, Z  is LOS of LGOP if there does not 

exist Z ∈ S for which F Z F Z( ) ( ),<  where (LGOP) is Lex F Z
Z S

min ( ).
∈

 The lexico-

graphic TMTP can be defined as:

( ) : min ( )LTMTP Lex F Z
Z S∈
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Any sth component of F(Z) is given by f Z c z s qs ij ij

i j Ms

( ) , , ,...,..., .
( , )

= =
∈

∑∑ 1 2

Now, to find the optimal solution we find Lex min [ f1 (Z), f2 (Z), . . ., . . ., fq (Z)]; 

i.e. Lex c z c z c zij ij

i j M

ij ij ij ij

i j Mi q

min[ , ,...,..., ]
( , ) ( , )( ,∈ ∈
∑ ∑∑

1 jj M)∈
∑∑∑

2

.

Theorem 1: The “necessary” and “sufficient” condition for Z  to be LOS of 

(LGOP) is that Z  is the optimal solution of λ s s

s

q

f Z ( ),
=
∑

1

 where F is a non-constant 

t-dimensional vector function and λ1 λ2, . . ., . . ., λq are positive real numbers such that 

s

q
s fs Z

=∑ ( )
1
λ  has the sign of λifi(Z) where i s f Z

s q
s= ≠

=
min ( : ( ) ).

, ,...,1 2
0

Proof. One can refer to Theorem 1 of Arora and Puri (1997).

Theorem 2: An optimal solution of min ( )
( , )

λ s ij ij

i j Ms

q

c z
s

 

∈=
∑∑∑

1

 is LOS of time 

minimization transportation problem and conversely.
Proof. This theorem pursues the proof from the above theorem.

13.4 WORKING STEPS

13.4.1 ProBlem With miXed conStraintS

Step 1 For a given PBTMTP with mixed constraints, formulate the corre-
sponding balanced transportation problem.
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m n
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,,

 if 

 if 

∈
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Step 2 Generate pairs Tr and find [ , ]’T Tr r  ; i.e. the time corresponding to 
primary and secondary destinations respectively using working steps of 
Kaushal and Arora (2018; see Section 13.4.2). Find f T Tr r r= +[ ]’ .

Step 3 Stop. If Y is the LOS for PBTMTP with mixed constraints then it is 
calculated as:
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For each pair of lexicographic solutions, we find:

Min f Min T T r pr r r  [T  = + = =’] , , ,...,1 2

Hence, T T Tr r= ( , )′  is the lexicographic optimal solution.

13.4.2 ProBlem With floW conStraintS

Step 1 For a given PBTMTP with flow constraints, formulate the correspond-
ing balanced transportation problem.

• Case I: If P ≥ max(Σai, Σbj)

I I m

J J n

a b

b a

c j J

c

m j

I

n i

I

m

m

* ( )

* ( )

= ∪ +
= ∪ +

= +

= +

= ∈

+

+

+

∑

∑

1

1

1

1

0

1

1

1 1 if 

++
∈

+

+
∈

= ∈

= ∈
=

1 2 3

1 1

1

3

0

, ,

,

,

min

,

min

j
i I

ij

i n

i n
j J

c j J J

c i I

c

 if 

 if 



33
2 3

1 1 10

c i I I

c i I

ij

m n

,

,,

 if 

 if 

∈

= ∈+ +



• Case II: If P ≤ min(ΣaI, Σbj)

I I m

J J n

a b P

b a P

c c

m j

I

n i

I

i m
J

i

* ( )

* ( )

min(( , )

= ∪ +
= ∪ +

= −

= −

=

+

+

+

∑

∑

1

1

1

1

1 jj

m j
I

ij

m n

c c

c M

)

min( )( , )

,

 or 

 or 0

0

1

1 1

+

+ +

=

=

Prop
ert

y o
f C

RC Pres
s



179Priority-Based Time Minimization

I I m
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a b P

b a P

c c
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• Case III: If P ≤ min (Σαi, Σbj) ≤ P ≤ max(Σαi, Σbj)

I I m m

a P a

a b P

c c c

m i

I

m j

J

m j
I

ij m

* ( ),( )

min ,, ,

= ∪ + +

= −

= −

=

+

+

+ +

∑

∑

1 2

1

2

1 2 jj j J= ∀ ∈0 

Step 2 Generate pairs Tr and find [ , ]’T Tr r , i.e. the time corresponding to 
primary and secondary destinations respectively using working steps of 
Kaushal and Arora (2018; see Section 13.4.2). Find f T Tr r r= +[ ]’ .

Step 3 Stop. If Y is the LOS for PBTMTP with flow constraints is calcu-
lated as:

if P a b P a b

z y i j IXJ c

i j i j

ij ij i

  or 

 if 

≥ ≤

= ∀ ∈
∑∑∑∑max( , ) min( , )

( , ) jj
J

ij ij
I

ij

ij ij i n ij

c c c

z y y i j IXJ c

≠ ≠

= + ∀ ∈+

min min

, ( , ),

 and 

 if 1 == ≠

= + ∀ ∈+

min min

, ( , ),

J
ij ij

I
ij

ij ij m j ij

c c c

z y y i j IXJ c

 but 

  if 1 == ≠

= + + ∀ ∈+ +

min min

, ( , ), ,

J
ij ij

J
ij

ij ij m j i n

c c c

z y y y i j IXJ

 but 

 1 1 iif  but 

  if 

c c c c

z y i j IXJ c

ij
J

ij ij
I

ij

ij ij ij

= =

= ∀ ∈ ≠

min min

, ( , ) cc x y y i j IXJ c cm j ij ij m j ij m j+ + += + ∀ ∈ =1 1 1, , ,, , ( , )  for which 

For each pair of lexicographic solutions, we find 

min min[ ]’f T Tr r r= + = …T, r=1,2, ,p

Hence, T = (Tr,Tr ′) is the lexicographic optimal solution.

13.5 NUMERICAL ILLUSTRATION

13.5.1 PBtmtP With miXed conStraintS

Consider a PBTMTP with mixed constraints with three sources and four destina-
tions, as shown in Table 13.1.

Entries in each cell show the time of transportation between source destina-
tion pairs. Here, destinations 1 and 3 are the prior destinations whereas 2 and 
4 are the secondary destinations. The rightmost entries show the availabilities 
at each source and bottom entries shows the corresponding demand of each 
destination.
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Step 1 For the given 3 × 4 PBTMTP with mixed constraints, I = {1, 2, 3}, 
J = {1, 2, 3, 4}:

a a a b b b b ai

I

1 2 3 1 2 3 410 15 12 10 15 13 11 37= = = = = = = =∑, , , , , , , ,        bbj

J

=∑ 49

Now formulate the following balanced transportation problem:

I I

J J

a b

b

m j

J

n

*

*

( ) { , , , }

( ) { , , , , }

= ∪ + =
= ∪ + =

= + =+ ∑

3 1 1 2 3 4

4 1 1 2 3 4 5

1 501

++ = + =

= = = = =

∑1

41 42 43 44 45

1 38

11 20 0 21 0

a

c c c c c

i

I

, , , ,     

Step 2 Generate pairs Tr and find [ , ]’T Tr r , i.e. the time corresponding to pri-
mary and secondary destinations respectively using the working steps of 
Kaushal and Arora (2018; see Section 13.4.2). Find f T Tr r r= +[ ]’ .

• Now partition various time entries given as:

t t t t t t t1 2 3 4 5 6 740 36 34 30 21 18 13( ) ( ) ( ) ( ) ( ) ( ) ( )= > = > = > = > = > = > =   

>> = > = > = > =t t t t8 9 10 1112 11 7 0( ) ( ) ( ) ( ).

TABLE 13.1
Entries in Each Cell Shows Transportation Time between Sources and 
Destinations, the Rightmost Entry Shows the Availability at Each Source, 
Entries at the Bottom Show the Demand at Each Destination

12 13 34 40 ≥10

 7 18 36  7 =15

11 20 30 21 ≥12

≥ 10 = 15 ≤ 13 ≥ 11

TABLE 13.2
Entries in Each Cell Shows Transportation Time between Sources and 
Destinations, the Rightmost Entry Shows the Availability at Each Source, 
Entries at the Bottom Show the Demand at Each Destination

12 13 34 40  0 10

 7 18 36  7  7 15

11 20 30 21 11 12

11 20  0 21  0 50

10 15 13 11 38
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Here, tq = t11, so q = 11. Let Mp = {(i,j): tij = tp}, l = {1,2, . . .,11}, and λq − p + 1 
be the weights attached to the set Mp.

M M M M M1 2 3 4 51 4 2 3 1 3 3 3 3 4 4 4= = = = ={( , )}, {( , )}, {( , )}, {( , )}, {( , ),( , ))},

{( , ),( , )}, {( , )}, {( , )}, {( , ),( , )M M M M6 7 8 93 2 4 2 2 2 1 1 3 1 3 5= = = = ,,( , )}

{( , ),( , ),( , )}, {( , ),( , ),( , )}

4 1

2 1 2 4 2 5 1 5 4 3 4 510 11M M= =

• Attach weights, say λq − p + 1, to each of the above set Mp, p = {1,2, . . .,11} 
s.t λp + 1 > λq, ∀p = 1,2, . . .,q − 1. These weights can be calculated using 
Mazzola and Neebe (1993).

• While (true)

Find the optimal solution of λ p ij ij

Mp

c z
p

( ) ∑∑∑
=1

11

 using the UV method.

• Find Tr = Max(tij) = 20.

Here, Tr is M-feasible. For this solution Tr find [ , ] , ,’T Tr r = [ ]11 20  i.e. the time 
corresponding to primary and secondary destinations, respectively.

• Find f T Tr r r= + =[ ]’ 31 .

• Set tij = M ∀tij > 20.

• Find the optimal solution of λ p ij ij

Mp

c z
p

( ) ∑∑∑
=1

11

 using the UV method.

• Find Tr = Max(tij) = M which is non M-feasible.

Step 3 Stop. If Y is the LOS for PBTMTP with mixed constraints then it is 
calculated by the equations mentioned above (see Step 3, Section 13.4.1).

For each pair of lexicographic solution, we find:

Min f Min T T rr r r  = + = =[ ] , , ,..., .’ 31 1 2 11

Hence, T = (11,20) is the lexicographic optimal solution.

13.5.2 PBtmtP With floW conStraintS

Consider a PBTMTP with mixed constraints with four sources and four destina-
tions as shown in Table 13.3. Entries in each cell shows the time of transportation 
between source destination pairs. Here, destinations 1 and 3 are the prior destina-
tions, whereas 2 and 4 are the secondary destinations. The rightmost entries show 
the availabilities at each source and bottom entries shows the corresponding demand 
of each destination.

Step 1 For the given 4 × 4 PBTMTP with flow constraints, I  =  {1,2,3,4}, 
J = {1,2,3,4},

a a a a b b b b ai

I

1 2 3 4 1 2 3 410 15 12 20 9 13 16 19= = = = = = = =, , , , , , , ,        ∑∑ ∑= =57 57, ,  P=60bj

J
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Now formulate the following balanced transportation problem.

I I

a

b

c c c c c

* ( ) { , , , , }

, , , ,

= ∪ =
=
=
= = = =

5 1 2 3 4 5

3

3

7 7 30 7

5

5

51 52 53 54    555 = M  

Step 2 Generate pairs Tr and find [ , ]’T Tr r , i.e. the time corresponding to pri-
mary and secondary destinations respectively using the working steps of 
Kaushal and Arora (2018; see Section 13.4.2). Find f T Tr r r= +[ ]’ .

• Now partition various time entries given as

t M t t t t t t1 2 3 4 5 6 740 36 34 32 30 21( ) ( ) ( ) ( ) ( ) ( ) ( )= > = > = > = > = > = > =
>

   

tt t t t t t t8 9 10 11 12 13 1420 18 16 13 12 11( ) ( ) ( ) ( ) ( ) ( ) (= > = > = > = > = > = > = 99

7 1115 11

)

( ). , .> = = =t t t qq Here,  so 

 Let Mp = {(i,j): tij = tp}, l = {1,2, . . .,15} and λq − p + 1 be the weights attached 
to the set Mp.

M M

M M

M M

1 2

3 4

5 6

5 5 1 4

2 3 1 3

4 3

= =
= =
= =

{( , )}, {( , )},

{( , )}, {( , )},

{( , )}, {{( , ),( , )},

{( , )}, {( , )},

{( , )} {( , )}

3 3 5 3

3 4 3 2

2 2 4 4

7 8

9 10

M M

M M

= =
= = ,,

{( , )}, {( , ),( , )},

{( , ),( , )} {( ,

M M

M M

11 12

13 14

1 2 1 1 1 5

3 1 3 5 4 1

= =
= = ))},

{( , ),( , ),( , ),( , ),( , ),( , ),( , ),( , )}M15 2 1 2 4 2 5 4 2 4 5 5 1 5 2 5 4=

• Attach weights, say λq − p + 1, to each of the above set Mp, p = {1,2, . . .,15} 
s.t. λp + 1 > λq, ∀p = 1,2, . . .,q − 1. These weights can be calculated using 
Mazzola and Neebe (1993).

TABLE 13.3
Entries in Each Cell Shows Transportation Time between Sources and 
Destinations, the Rightmost Entry Shows the Availability at Each Source, 
Entries at the Bottom Shows the Demand at Each Destination

12 13 34 40 ≥10

 7 18 36  7 ≥15

11 20 30 21 ≥12

 9  7 32 16 ≥20

≥9 13 ≤16 ≥19
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• While (true)

 Find the optimal solution of λ p ij j

Mp

c z
p

( ) i∑∑∑
=1

15

 using the UV method.

• Find Tr = Max(tij) = 32.

 Here, Tr is M-feasible. For this solution Tr find [ , ] , ,’T Tr r = [ ]32 16  i.e. the 
time corresponding to primary and secondary destinations respectively.

• Find f T Tr r r= + =[ ]’ 48 .

• Set tij = M ∀tij > 32.
• Find the optimal solution of λ p ij j

Mp

c z
p

( ) i∑∑∑
=1

15

 using the UV method.

• Find Tr = Max(tij) = M which is non M-feasible.

Step 3 Stop. If Y is the LOS for PBTMTP with flow constraints then it is cal-
culated by equations mentioned above (see Step 3, Section 13.4.2).

For each pair of lexicographic solution, we find 

Min f Min T T rr r r  = + = =[ ] , , ,..., .’ 48 1 2 15

Hence, T = (32,16) is the lexicographic optimal solution.

13.6 COMPUTATIONAL DETAILS

The algorithm was implemented and tested successfully in MATLAB for various 
random-generated problems of different sizes. Implementation was carried out on 
Intel Processor i5 with 2.40 gigahertz, 4 gigabytes RAM on a 64-bit Windows oper-
ating system. Table 13.4 shows the computational results for some classes of different 

TABLE 13.4
Standard Deviation of Run Time (Taken over 100 Instances) of PBTMTP
Source Destination Mixed Constraints Flow Constraints

10
10
20
20
30
30
40
40
50
50
60
60
70
70
80
80/
90

10
20
20
30
30
40
40
50
50
60
60
70
70
80
80
90
90

0.229043
0.173383
0.085354
0.097041
0.194144
0.247712
0.125068
0.381834
0.597483
0.829355
0.557359
0.450518
0.608001
0.444942
0.085009
0.181561
0.109030

0.293591
0.059001
0.058684
0.124086
0.259341
0.423043
0.558497
0.558497
0.763184
0.575899
0.711509
0.512106
0.836573
0.274502
0.667915
0.774244
0.519990
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sizes. Standard deviation of run time is reported for various problems of different 
sizes.

13.7 CONCLUDING REMARKS

This chapter presented an extension of PBTMTP. Some mixed and flow constraints 
were added, and these added constraints can help in handling real-life situations like 
war, business, etc. Hence, when there is restriction on total requirement transported 
from given locations or when there are mixed availabilities and requirements, all 
those situations can be solved easily with the method presented. The algorithm was 
implemented and tested for various random-generated problems in MATLAB and 
the standard deviation of the results was also reported.

REFERENCES

Ahuja, R. K. (1986). Algorithms for the minimax transportation problem. Naval Research 
Logistics, 33, 725–739.

Appa, G. (1973). The transportation problem and its variants. Operational Research Quarterly 
1970–1977, 24(1), 79–99.

Arora, S., & Puri, M. C. (1997). On lexicographic optimal solution in transportation problem. 
Optimization, 39(4), 383–403.

Arora, S., & Puri, M. C. (1999). On standard time minimization transportation problem. 
ASOR Bulletin, 18(4), 9–24.

Bansal, S., & Puri, M. C. (1980). A min max problem. ZOR, 24, 191–200.
Bhatia, H. L., Swarup, K., & Puri, M. C. (1977). A procedure for time minimization transpor-

tation problem. Indian Journal of Pure and Applied Mathematics, 8(8), 79–99.
Brigden, M. E. B. (1974). A variant of transportation problem in which the constraints are of 

mixed type. Operational Research Quarterly, 25(3), 437–445.
Burkard, R. E., & Rendl, F. (1991). Lexicographic bottleneck problems. Operations Research 

Letters, 10(3), 303–308.
Chandra, S., Seth, K., & Saxena, P. K. (1987). Time minimizing transportation problem with 

impurities. Asia-Pacific Journal of Operational Research, 4(3), 19–27.
Dantzig, G. B. (1963). Linear programming and extensions. Santa Monica, CA: RAND 

Corporation, R-366-PR.
Dantzig, G. B., & Thapa, M. N. (1963). Linear programming: 2: Theory and extensions. New 

York and Berlin: Springer Verlag.
Garfinkel, R. S., & Rao, M. R. (1971). The bottleneck transportation problem. Navel Research 

Logistics Quarterly, 18, 465–472.
Hammer, P. L. (1969). Time minimizing transportation problem. Navel Research Logistics 

Quarterly, 16, 345–357.
Hammer, P. L. (1971). Communication on bottleneck transportation problem. Navel Research 

Logistics Quarterly, 18(4), 487–490.
Hitchcock, F. L. (1941). The distribution of a product from several sources to numerous locali-

ties. Journal of Mathematics and Physics, 20(1–4), 224–230.
Issermann, H. (1984). Linear bottleneck transportation problems. Asia-Pacific Journal of 

Operational Research, 1, 38–52.
Kaur, P., Sharma, A., Verma, V., & Dahiya, K. (2016). A priority based assignment problem. 

Applied Mathematical Modelling, 40(17–18), 7784–7795.
Kaushal, B., & Arora, S. (2018). Priority based time minimization transportation problem. 

Yug/oslav Journal of Operations Research, 28(2), 219–235.

Prop
ert

y o
f C

RC Pres
s



185Priority-Based Time Minimization

Khanna, S., Bakshi, H. C., & Puri, M. C. (1981). On controlling total flow in transportation 
problem. Science Management of Trans-System North Holland Publishing Company, 
293–303.

Khanna, S., Bakshi, H. C., & Puri, M. C. (1983). Solving a transportation problem with mixed 
constraints and a specified transportation flow. Opsearch, 20(1), 16–24.

Klingman, D., & Russel, R. (1974). The transportation problem with mixed constraints. 
Operational Research Quarterly, 25(3), 447–455.

Mazzola, J. B., & Neebe, A. W. (1993). An algorithm for bottleneck generalised assignment 
problem. Computers & Operations Research, 20(4), 355–362.

Nikolic, I. (2007). Total time minimizing transportation problem. Yugoslav Journal of 
Operations Research, 17(1), 125–133.

Orlin, J. B. (1997). A polynomial time primal network simplex algorithm for minimum cost 
flows. Mathematical Programming, 78(2), 109–129.

Prakash, S. (1982). On minimizing the duration of transportation. Proceeding of the Indian 
Academy of Sciences, 91(1), 53–57.

Sharma, A., Verma, V., Kaur, P., & Dahiya, K. (2015). An iterative algorithm for two level 
hierarchical time minimization transportation problem. EJOR, 246(3), 700–707.

Sherali, H. D. (1982). Equivalent weights for lexicographic multi-objective programs: 
Characterizations and computations. EJOR, 11(1), 367–379.

Sonia, P. M. C. (2004). Two level hierarchical time minimizing transportation problem. 
Sociedad de Estadística e Investigacion Operativa Top, 12(2), 301–330.

Sonia, P. M. C. (2008). Two stage time minimizing assignment problem. Omega, 36(5), 
730–740.

Szwarc, W. (1971). Some remarks on time transportation problem. Navel Research Logistics 
Quarterly, 18(1), 473–485.

Szwarc, W. (1996). The time transportation problem. Zastosowania Matematyki, 8(1), 
231–292.

Prop
ert

y o
f C

RC Pres
s



Prop
ert

y o
f C

RC Pres
s

http://taylorandfrancis.com


187

ASEAN and India: 
Exploring the 
Progress and 
Prospects in Trade 
Relationship

R. K. Sudan

14

CONTENTS

14.1 Introduction .................................................................................................. 187
14.2 Areas of Cooperation between ASEAN and India ....................................... 188
14.3 Miscellaneous ............................................................................................... 188
14.4 Policy Measures and Initiatives .................................................................... 189

14.4.1 Plans of Action .................................................................................. 189
14.4.2 Political-Security Cooperation ......................................................... 189
14.4.3 Economic Cooperation ..................................................................... 190
14.4.4 Sociocultural Cooperation ................................................................ 190
14.4.5 Connectivity ...................................................................................... 190
14.4.6 Funds................................................................................................. 191

14.4.7.1 ASEAN–India Cooperation Fund ...................................... 191
14.4.7.2 ASEAN–India S&T Development Fund (AISTDF) .......... 191
14.4.7.3 ASEAN–India Green Fund................................................ 191

14.4.8 ASEAN–India Projects..................................................................... 192
14.4.9 Agriculture ........................................................................................ 192
14.4.10 Science and Technology .................................................................192
14.4.11 Delhi Dialogue ................................................................................192
14.4.12 ASEAN–India Centre (AIC) ...........................................................193

14.5 Overview of the India–ASEAN Relationship............................................... 193
14.6 Choice amongst Options of Areas of Cooperation ....................................... 194
14.7 Conclusion .................................................................................................... 194
References ..............................................................................................................194

14.1 INTRODUCTION

The Association of Southeast Asian Nations (ASEAN), organized in 1967, is a 
regional intergovernmental organization comprising 10 Southeast Asian countries 
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that promotes intergovernmental cooperation and facilitates economic, political, 
security, military, educational, and sociocultural integration among its members 
and other Asian states. The 10 member countries are Brunei, Cambodia, Indonesia, 
Laos, Malaysia, Myanmar, Philippines, Singapore, Thailand, and Vietnam. On 1 
January 1993, ASEAN officially formed ASEAN Free Trade Area (AFTA), with the 
goal to cut tariffs on all intrazonal trade to a maximum of 5% by 1 January 2008, 
with the provision that the weaker ASEAN countries would be allowed to phase in 
their tariff reductions over a longer period.

At its inception, there were five members. Brunei (1984), Vietnam (1995), Laos, 
Myanmar (1997), and Cambodia (1999) joined later. Today, there are still 10 mem-
bers. Work toward further integration continued when ASEAN Plus Three was cre-
ated in 1997 with China, Japan, and South Korea. This was followed by another 
expansion by inviting India, Australia, and New Zealand into the East Asia Summit 
(EAS). The EAS is a pan-Asian forum held annually by the leaders of 18 countries 
in the East Asian region, with ASEAN in a leadership position. Initially, ASEAN 
belonged to all member states of ASEAN plus China, Japan, South Korea, India, 
Australia, and New Zealand, but ASEAN deliberations later were expanded to 
include the United States and Russia at the Sixth EAS in 2011. China, Japan, South 
Korea, India, Australia, and New Zealand are special invitees only, not the regular 
members. The group is now known as ASEAN Plus Six, and stands as a pivotal 
column of the Asia Pacific’s economic, political, security, and sociocultural architec-
ture, as well as playing a role in the global economy.

The year 2017 celebrated 50 years of ASEAN’s existence and 25 years of ASEAN–
India dialogue. The ASEAN–India breakfast summit was held on November 15, 2018.

14.2 AREAS OF COOPERATION BETWEEN ASEAN AND INDIA

As per PMO notification, a number of areas of cooperation have been identified:

Political and security cooperation: Regional stability, international security, 
counterterrorism, cybersecurity.

Economic cooperation: ASEAN–India free trade area, conservation and 
sustainable use of maritime resources, growth of MSME sector, food and 
energy security, collaboration in space science and satellite imagery, pro-
motion of private-sector engagement and B2B relations.

Sociocultural cooperation: Exchange programmes of policymakers, manag-
ers, students and academicians; health care and affordable quality medi-
cines; cultural tourism; university student exchange programs; education 
of women and children; disaster management; biodiversity conservation; 
climate change.

14.3 MISCELLANEOUS

India is committed to enhancing its physical and digital connectivity in line with the 
MPAC 2025 and the AIM 2020. It is availing itself of the US$1 billion line of credit 
to promote physical infrastructure and digital connectivity.
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India is encouraging the early completion of the India-Myanmar-Thailand 
Trilateral Highway Project and its extension to Cambodia, Laos, and Vietnam.

India’s continues to demonstrate support for ASEAN’s efforts in narrowing the 
development gap within and between ASEAN member states by implementing the 
IAI Work Plan-3.

14.4 POLICY MEASURES AND INITIATIVES

India and ASEAN observed 25 years of dialogue partnership, 15 years of summit-
level interaction, and 5 years of strategic partnership throughout 2017 by undertak-
ing over 60 commemorative activities, both in India and through her missions in 
ASEAN Member States. The commemoration reached its peak with the ASEAN–
India Commemorative Summit on the theme “Shared Values, Common Destiny” on 
25 January 2018 in New Delhi.

The commemorative activities were highlighted by an ASEAN–India Regional 
Diaspora event in Singapore, a music festival, an artists’ retreat, a youth summit, 
port calls by Indian naval ships, a connectivity summit, a meeting to reinforce the 
network of think tanks, a workshop on the blue economy, the Dharma-Dhamma 
Conference, a hackathon and startup festival, a business and investment meet and 
expo, a global SME summit, a textiles event, an ICT expo, a business council meet-
ing, a film festival, a Ramayana festival, and the inauguration of an India–ASEAN 
Friendship Park in New Delhi.

14.4.1 PlanS of action

The ASEAN–India Partnership for Peace, Progress and Shared Prosperity, which 
sets out the roadmap for long-term ASEAN–India engagement, was signed at the 
Third ASEAN–India Summit in 2004 in Vientiane, as a reflection ASEAN’s and 
India’s desire to strengthen their engagement. A plan of action (POA) for the period 
2004–2010 was developed to implement the partnership. The third POA (2016–2020) 
was adopted by the ASEAN–India Foreign Ministers Meeting held in August 2015. 
Furthermore, ASEAN and India have identified priority areas for the period of 
2016–2018 and are already implementing activities under it, which would contribute 
towards successful implementation of the 2016–2020 POA.

14.4.2 Political-Security cooPeration

In light of growing traditional and non-traditional challenges, political-security 
cooperation is key and an emerging area of importance in India’s relationship with 
ASEAN. The rise in the export of terrorism, increased radicalization through an 
ideology of hatred, and the spread of extreme violence define the pattern of common 
security threats to our societies. The Indian partnership with ASEAN attempts to 
carve out a response that is based on coordination, cooperation, and experience-
sharing at various levels.

ASEAN, as a regional grouping based on consensus, has worked diligently over 
50 years to help secure peace, progress, and prosperity in the region. India, therefore, 
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views ASEAN at the centre of its Indo-Pacific vision of “Security and Growth for 
All” in the Region.

The key forum for ASEAN security dialogue is the ASEAN Regional Forum 
(ARF). India has been participating in annual meetings of this forum since 1996 and 
has actively joined in its various activities. The ASEAN Defense Ministers’ Meeting 
(ADMM) is the highest defense consultative and cooperative mechanism in ASEAN. 
The ADMM+ brings together defense ministers from the 10 ASEAN nations plus 
Australia, China, India, Japan, New Zealand, Republic of Korea, Russia, and the 
United States on a biannual basis.

14.4.3 economic cooPeration

India-ASEAN trade and investment relations have been developing in a steady-state 
way, with ASEAN being India’s fourth largest trading partner. India’s trade with 
ASEAN stands at US$81.33 billion, which is about 10.6% of India’s overall trade. 
India’s export to ASEAN stands at 11.28% of total exports.

Investment flows are also substantial from both sides, with ASEAN accounting 
for approximately 18.28% of investment flows into India since 2000. Foreign direct 
investment (FDI) inflows into India from ASEAN between April 2000 to March 2018 
was around US$68.91 billion, while FDI outflows from India to ASEAN countries 
from April 2007 to March 2015, as per info provided by Department of Economic 
Affairs (DEA), was about US$38.672 billion. The ASEAN–India Free Trade Area 
has been formalized, entering into force the ASEAN–India Agreements on Trade in 
Service and Investments on 1 July 2015.

ASEAN and India have been also working on the lines of enhancing the private-
sector engagement. The ASEAN India-Business Council (AIBC) was formed in 
March 2003 in Kuala Lumpur as a forum to induct key private-sector players from 
India and ASEAN countries on a single platform for business networking and shar-
ing of ideas.

14.4.4 Sociocultural cooPeration

India has been organizing a large number of programmes to boost people-to- 
people interaction with ASEAN, such as inviting ASEAN students to India each year 
for the student exchange program, providing special training courses for ASEAN 
diplomats, exchanging parliamentarians, inviting ASEAN students to participate in 
the National Children’s Science Congress, promoting the ASEAN-India network of 
think tanks, and hosting the ASEAN-India Eminent Persons Lecture Series, etc.

The second edition of the ASEAN–India Workshop on the Blue Economy, jointly 
hosted with Vietnam, was held on 18 July 2018 in New Delhi.

14.4.5 connectivity

A matter of priority for India is ASEAN–India connectivity. In 2013, India 
became the third dialogue partner of ASEAN to initiate an ASEAN Connectivity 
Coordinating Committee–India Meeting. While India has made considerable 
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progress in implementing the India-Myanmar-Thailand Trilateral Highway and the 
Kaladan Multimodal Project, issues related to increasing the maritime and air con-
nectivity between ASEAN and India and transforming these corridors of connec-
tivity into economic corridors are under consideration. A possible extension of the 
India-Myanmar-Thailand Trilateral Highway to Cambodia, Laos, and Vietnam is 
also under discussion. A consensus on finalizing the proposed protocol of the India-
Myanmar-Thailand Motor Vehicle Agreement (IMT MVA) has been arrived at. This 
agreement will have a crucial role in realizing continuous movement of passenger, 
personal, and cargo vehicles along roads linking India, Myanmar, and Thailand. 
India announced a line of credit of US$1 billion to promote projects that support 
physical and digital connectivity between India and ASEAN, and a project develop-
ment fund with a corpus of INR 500 crore was set up to develop manufacturing hubs 
in Cambodia, Laos, Myanmar, and Vietnam (CLMV countries) at the 13th ASEAN 
India Summit held in Malaysia in November 2015.

14.4.6 fundS

The ASEAN Multilateral Division offers project-based financial assistance to 
ASEAN countries. Financial assistance has been provided to ASEAN countries 
from the following funds.

14.4.7.1 ASEAN–India Cooperation Fund
At the Seventh ASEAN–India Summit in 2009, India announced a contribution 
of US$50  million to the ASEAN–India Fund to support implementation of the 
ASEAN–India Plans of Action, which envisage cooperation in a range of sectors 
as well as capacity-building programmes in the political, economic, and sociocul-
tural areas for deepening and strengthening ASEAN–India cooperation. In order 
to more these development and capacity-building initiatives forward, India’s prime 
minister has proposed enhancing the ASEAN-India Fund with an additional grant 
of US$50 million at the 14th ASEAN India Summit in Vientiane in September 2016.

14.4.7.2 ASEAN–India S&T Development Fund (AISTDF)
At the Sixth ASEAN–India Summit in November 2007 in Singapore, India announced 
the establishment of an ASEAN–India Science & Technology Development Fund 
with a US$1 million contribution from India to promote joint collaborative R&D 
research projects in science and technology. This fund become operational in 2009–
2010 and expenditures began to be incurred from FY 2010–2011. This fund has been 
stepped up to US$5 million from 2016–2017.

14.4.7.3 ASEAN–India Green Fund
At the Sixth ASEAN–India Summit on 21 November  2007 in Singapore, India 
declared the setting up of an ASEAN–India Green Fund with an initial contribution 
of US$5 million from India to support collaboration activities relating to the envi-
ronment and climate change. Some of the areas identified for collaboration under the 
fund are climate change, energy efficiency, clean technologies, renewable energy, 
biodiversity conservation, and environmental education.
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14.4.8 aSean–india ProjectS

India has been collaborating with ASEAN by way of implementation of various 
projects in the fields of agriculture, science and technology, space, environment and 
climate change, human resource development, capacity building, new and renewable 
energy, tourism, people-to-people contacts, connectivity, etc.

Some of the more prominent projects, which are either ongoing or in the final 
stages of approval, include a space project envisaging establishment of a tracking, 
data reception/data processing station in Ho Chi Minh City, Vietnam; the upgrad-
ing of the Telemetry Tracking and Command Station in Biak, Indonesia; the estab-
lishment of Centres of Excellence in software development and training in CLMV 
countries; an e-network for provision of telemedicine and tele-education in CLMV 
countries; and quick impact projects in CLMV countries.

In addition to these projects, India has been supporting ASEAN, especially 
CLMV countries, under the Initiatives for ASEAN Integration, which include proj-
ects on training of English Language for law enforcement officers in CLMV coun-
tries and training of professionals dealing with capital markets in CLMV countries 
by the National Institute of Securities Management, Mumbai. India also provides 
scholarships for ASEAN students for higher education at Nalanda University and 
training of ASEAN civil servants in drought management, disaster risk manage-
ment, sustainable ground water management, etc.

14.4.9 agriculture

With regard to agriculture, India is cooperating with ASEAN by way of projects 
such as exchange of farmers, ASEAN–India fellowships for higher agricultural 
education in India and ASEAN, exchange of agriculture scientists, empowerment 
of women through cooperatives, training courses on organic certification for fruits 
and vegetables, etc. These were further strengthened at the Fourth ASEAN–India 
Ministerial Meeting on Agriculture held in January 2018 in New Delhi, with the 
endorsement of the Medium Term Plan of Action for ASEAN–India Cooperation in 
Agriculture and Forestry for 2016–2020.

14.4.10 Science and technology

In the science and technology field, India promotes the ASEAN–India S&T Digital 
Library, the ASEAN–India Virtual Institute for Intellectual Property, the ASEAN-
India Collaborative Project on Science & Technology for Combating Malaria, the 
ASEAN–India Programme on Quality Systems in Manufacturing, and the ASEAN–
India Collaborative R&D Project on Mariculture, Bio-mining and Bioremediation 
Technologies, etc.

14.4.11 delhi dialogue

India has had an annual Track 1.5 event, Delhi Dialogue, for discussing political-
security and economic issues between ASEAN and India. Since 2009, India has 
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hosted 10 editions of this flagship conference. The 10th edition of Delhi Dialogue 
was hosted by the Ministry of External Affairs on 19–20 July 2018 in New Delhi, 
with the theme, “Strengthening India–ASEAN Maritime Advantage”.

14.4.12 aSean–india centre (aic)

At the Commemorative Summit held in 2012, the heads of the government rec-
ommended establishment of the ASEAN–India Centre (AIC) to undertake policy 
research, advocacy, and networking activities with organizations and think tanks 
in India and ASEAN, with the aim of promoting the ASEAN–India Strategic 
Partnership. Set up in 2013, the AIC has been serving as a resource center for 
ASEAN member states and India for strengthening ASEAN–India strategic part-
nerships and promoting India–ASEAN dialogue and cooperation in the areas of 
mutual interest. AIC has provided inputs to policymakers in India and ASEAN on 
implementation of ASEAN–India connectivity initiatives by organizing seminars, 
roundtables, etc. AIC also organizes workshops, seminars, and conferences on vari-
ous issues relevant to the ASEAN–India strategic partnership. It undertakes regular 
networking activities with relevant public/private agencies, organizations, and think-
tanks in India and ASEAN and EAS countries, with the aim of providing up-to-date 
information, data resources, and sustained interaction to promote the ASEAN–India 
strategic partnership.

14.5 OVERVIEW OF THE INDIA–ASEAN RELATIONSHIP

A lot much was expected of India since its “Look East” policy was initiated in 
1991 along with the economic reforms. It was supposed to be a steady-state path 
where India and ASEAN countries 25 years down the line are deeply entrenched 
and integrated through economic, social, cultural, and political associations. The 
reality today reveals that India is not even close to the trade figures that China has 
with ASEAN countries. India’s latest trade figures amount to close to US$80 billion 
with ASEAN states, whereas China’s trading figures with ASEAN countries has 
crossed US$450 billion and is expected to touch US$1 trillion by 2020 (www.asia-
one.com/business/china-asean-trade-hit-us1-trillion-2020). China’s Belt and Road 
Initiative (BRI) is expected to increase trade between China and ASEAN’s six most 
prominent economies—Malaysia, Indonesia, the Philippines, Singapore, Thailand, 
and Vietnam—to an investment equivalent to US$2.1 trillion by 2030 (www.thestar.
com.my/business/business-news/2017/05/20/chinas-bri-seen-boosting-trade-with-
asean-to-us21-trillion/). The huge gap in trade alone is a dampener on India’s future 
with ASEAN.

The terminology was changed from “Look East” to “Act East” in 2014, but the 
approach has been following the old principles of shared values, a common destiny, 
shared prosperity, and culture and dwelling on technical jargon of relations becom-
ing “strategic” in nature. While celebrating the 25 years of relations, it is this nature 
of “strategic partnership” that needs to be given more impetus in ASEAN–India 
relations for the next 25 years. India needs to effectively engage the Southeast Asian 
countries to keep the channels of communications open in the South China Sea 
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region amidst overlapping territorial claims with China. In fact, some of the ASEAN 
countries, aside from Cambodia and Laos, are searching for a balancing power to 
China in the region and will be keenly observing how India tackles the overlap-
ping conflicts. If the proceedings of the CSCAP (Council for Security Cooperation 
in Asia-Pacific) meeting in December  2017 are to be weighed-in, then the pre-
vailing sense amongst the ASEAN delegates has been of apprehension towards 
China’s intimidating economic tactics (www.ibtimes.sg/india-needs-harmonise-
ties-global-power-centres-22907). Meanwhile, certain foreign policy experts from 
the Southeast Asian region have also questioned the lack of performance by India, 
even hinting at a subtle resistance to the concept of “Indo-Pacific” as a replacement 
to the old “Asia-Pacific”. India was also called out on its “Act East” ’ policy look-
ing more like “At Ease” policy (http://indianexpress.com/article/opinion/columns/
asean-cscap-security-look-east-indian-navy-a-strategy-for-the-sea-5013281/).

14.6 CHOICE AMONGST OPTIONS OF AREAS  
OF COOPERATION

Policy makers, planners, and programmers face the following issues:

• Ranking the options of areas and sub-areas based on a logic of need and 
urgency.

• Present and future cost-benefits of options.
• Internal consistency.
• Balance of long- and short-run perspectives in matters of cost-benefit evalu-

ations of the options.
• Role of non-economic determinants in the decision-making process (e.g. 

international diplomacy, social, political, legal, and cultural factors).

14.7 CONCLUSION

India and ASEAN can contribute to each other in regional economic development. 
The extent to which this occurs depends on the timing, spacing, and sequencing 
of policy measures. Cooperation requires mutual faith and trust-building measures. 
Trade policy must envisage a coordination between various ministries, viz. External 
Affairs, Commerce, Finance, Corporate Affairs, and Law.
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15.1 INTRODUCTION

The increasing integration of economies all over the world as a result of globaliza-
tion has paved the way for development of business organizations that connect the 
developing and developed parts of the globe with each other. A major reason for 
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the economic differences between the developed and developing nations is their 
degree of internationalization. Internationalization of business calls for expan-
sion of any business firm from its home market into a foreign market. Realizing 
the importance of foreign trade and investment relations, India passed the New 
Economic Policy for liberalization of trade norms, privatization of firms, and glo-
balization of the Indian economy in 1991. Nations, including India, have been able 
to reap the benefits of globalization through foreign collaborations like strategic 
alliances, formation of joint ventures, and multinational companies, to name a few. 
The rapid move towards internationalization has made it a popular research theme 
globally, and amongst them, instances of family firms going global have topped 
the research charts.

As per Leach and Bogod (1999), a family firm is one wherein a “Single family 
effectively controls the firm through the ownership of greater than 50 per cent of 
the voting shares; or a significant portion of the firm’s senior management is drawn 
from the same family”. Family business groups have dominated the global as well 
as Indian business industry. India ranks amongst the top three countries in terms of 
number of listed family firms. Family businesses that started with the purpose of 
hustle-free trading and money lending have restructured with the changing dynamics 
of business. Most of the large trading houses in India are family firms and contribute 
a major chunk to the trade and investments in the country. This scenario calls for a 
study on how the family firms going global showcase a performance difference vis-
à-vis non-family global firms or domestic firms.

The changing business environment calls for foreign collaborations and other 
means of expansion as an effective way of coping up with the dynamic market behav-
iors. The rationale behind business consolidations is “unity is strength”. Hence, a 
collective effort of two groups is more fruitful than their separate moves. The most 
popular ways that large family businesses have gone global include mergers and 
acquisitions, joint ventures, and wholly owned subsidiaries. The US and China also 
have a huge number of publicly listed family firms. The European Union has an 
extremely high number of family firms, constituting more than 70% of all business 
firms in the European Union. Studies all over the world have given mixed reviews 
regarding pre- and post-collaboration performance. While some studies have con-
cluded a favorable impact, others argue that it is non-family firms of smaller sizes 
that are more likely to go global than large and established family firms that eventu-
ally split their operations, just like the case of Reliance Group in India. A number of 
pre- and post-merger comparative financial studies have exhibited a negative perfor-
mance post foreign merger.

Considering the mixed reviews, we sought to compare the pre- and post-interna-
tionalization financial performance of family and non-family firms.

15.1.1 oBjectiveS of Study

The objectives of the study were as follows:

 1. To determine the impact of internationalization on financial performance of 
family firms in India.
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 2. To determine the impact of internationalization on financial performance of 
non-family firms in India.

 3. To study the difference, if any, between the post-internationalization finan-
cial performance of family firms vis-à-vis non-family firms in India.

This chapter has been divided into five sections. The first section consists of the 
introduction along with the objectives of this study. The second section consists of 
the review of existing literature in order to determine the gaps. This is followed 
by our hypothesis for the study. The third section covers the research methodology 
employed. The fourth section lays down the results, findings, and their interpreta-
tions. This is followed by conclusions in the fifth section.

15.2 LITERATURE REVIEW

15.2.1 internationalization of family firmS

Graves and Thomas (2008) laid down three determinants of the internationalization 
pathways taken by family firms: (1) the level of commitment towards internationaliza-
tion, (2) the availability of financial resources, and (3) the ability to commit and use 
those financial resources to develop the required capabilities. Also, the presence of 
next generation in the family firms increases the propensity and intensity with which 
these firms go global, as they are more likely to search for opportunities actively in 
the international or national market to expand their market share to ensure the busi-
ness sustainability (Knežević & Wach, 2014). On the other hand, in a study conducted 
by Donckels and Fröhlich (1991) among European countries, it was found that family 
businesses should be viewed as stable rather than progressive because these firms fol-
low a closed family-related system, and their managers are usually not all-rounders.

In his study of Polish family firms, Wach (2014) conducted a survey among 216 
firms, including 88 family businesses, and found that the average time of internation-
alization is longer in case of family firms than non-family firms. Although Graves 
and Thomas (2004) found that the extent of internationalization of family firms is 
less than that of non-family firms, this difference is not persistently significant over 
time. Also, family firms are less likely to engage in networking with other businesses 
vis-à-vis non-family firms.

Moreover, family firms are mostly market seekers, unlike non family firms, 
which are very much capability seekers. However, there is no statistically significant 
difference between family and non-family firms regarding the preferred mode of 
internationalization (Daszkiewicz & Wach, 2014). Gallo and Sveen (1991) suggest 
that a multitude of factors, such as organizational structure, culture, stage of devel-
opment, firm strategy, and the like, facilitate or restrain the growth of family firms 
beyond their country’s boundaries, and these should be fully taken advantage of.

In another study by Mensching, Calabrò, Eggers, and Kraus (2016) the authors 
used choice-based conjoint analysis and suggested that the perception of risk and 
success differs among the types of chief executive officers: family CEOs, non-family 
CEOs, and CEOs from non-family firms. The difference has been found based on 
the geographical, psychological, and cultural distance.
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15.2.2 PoSitive imPact of internationalization

Lee et al. (2010) in a major study suggested that breadth (which was measured by 
the number of countries in which the firm has undertaken direct investments) has 
positive effects on firm performance (which was measured by Tobin’s Q) and depth 
(measured by the number of foreign investment sites in top two countries divided by 
total number of foreign investment sites) is negatively correlated with firm perfor-
mance. Based on a study, family firms, on an average, take more time to go global as 
compared to non-family firms (Knežević & Wach, 2014).

According to Das and Banik (2015), in the context of Indian firms, the major 
reasons for going global are resources, technology, efficiency, and strategic 
assets.

A study undertaken by José Mas-Ruiz, Luis Nicolau-Gonzálbez, and Ruiz-
Moreno (2002) in Spain to examine the factors affecting firm performance when the 
firm expands into foreign markets revealed that, on average, the announcement of 
a firm’s foreign expansion or foreign collaboration has a positive effect on its stock 
market returns. Rani, Yadav, and Jain (2016) have also found in their Indian study 
that the market usually reacts positively to merger and acquisition announcements, 
thereby leading to positive abnormal returns and wealth creation for investors. On 
the basis of exports, McDougall and Oviatt (1996) observed that firm performance 
improves after going global.

The profitability, efficiency, liquidity, and market prospect performance vari-
ables improve following mergers and collaborations, as per a Jordanian industrial 
sector study conducted by Al-Hroot (2016). Barutha, Jeong, Gransberg and Touran 
(2018) found in their study that collaborative projects are always better because as 
the degree of collaboration increases, the project performance increases in direct 
correlation. A study of small-scale agricultural businesses in South Africa (Rambe 
& Agbotame, 2018) demonstrated that the establishment of foreign alliances is posi-
tively related to their performance. Similar is the case with a Malaysian study that 
reported an improvement in long-run operating performance of the sampled firms 
after acquisitions (Rahman & Limmack, 2004).

Hajela and Akbar (2013) in their study have shown that there is positive rela-
tion between the internationalization of the firms and their firm performances, 
which clearly means that the benefits accruing from going global outweigh the 
costs.

15.2.3 negative imPact of internationalization

As per Shrestha et al. (2017), a domestic or foreign merger should not be considered 
as a definite solution to overcome the challenges in the market, as a firm has to 
undertake a lot of research about the collaborating partner, resources, and the like 
before sealing a deal. Their study found that in case of large and stable firms with 
adequate managerial resources, mergers positively impact the firm performance, but 
this is not true in the case of many firms that usually don’t have the expertise. For 
such firms, profitability in terms of return on assets (ROA) and return on equity 
(ROE) is negatively impacted.
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On the same lines, Patel (2018) concluded that the post-merger financial per-
formance of firms turn outs to be negative in the Indian scenario with respect to 
many measures, including return on equity, return on assets, net profit ratio, yield 
on advance, and yield on investment. Similar results were obtained by Pazarskis, 
Vogiatzogloy, Christodoulou, and Drogalas (2006), as per whom the profitability of 
firms entering into collaborations in Greece decreased after such a deal. Moreover, 
companies that grow through foreign acquisitions yield a relatively lower rate of 
return than those that grow organically (Dickerson, Gibson, & Tsakalotos, 1997).

15.2.4 no imPact of internationalization

The study conducted by Larasati, Agustina, Istanti, and Wijijayanti (2017) using 
Indonesian firms’ data has shown that various ratios such as debt-to-equity ratio 
(DER), current ratio (CR), price-earnings ratio (PER), net profit margin (NPM), 
and total asset turnover (TATO) have no significantly different impact on the 
company’s performance before and after merger and acquisition. A similar result 
has been obtained by Abbas, Hunjra, Azam, Ijaz and Zahid (2014) in their study 
of Pakistani banks, as well as by Abdulwahab and Ganguli (2017) in Bahrain. 
Sharma and Ho (2002), having conducted a study of 36 Australian acquisitions 
during six years, found no significant improvements in post-acquisition operating 
performance.

15.2.5 SPeed of internationalization

As per Chang and Rhee (2011), more and more firms are expanding rapidly into 
foreign markets through collaborations, mergers, and acquisitions. Although these 
trends seem to be contrary to the conventional theory of gradual internationalization 
and learning from prior experiences, it also decreases the risk of being a late entrant 
and foregoing the first-mover advantages. This has been proved by their study of 
Korean firms which shows that undertaking foreign expansions through foreign 
direct investments (FDIs) at an accelerated speed enhances firm performance in 
industries where globalization pressures are high and when it is done by firms with 
superior internal resources and capabilities.

Chang (2007), in his study of 115 Asia-Pacific multinational enterprises (MNEs), 
found a non-linear relationship between internationalization and firm performance. 
This shows that as a firm expands internationally, it grows at an increasing pace. The 
results also indicate that moderate product diversification, foreign expansion speed, 
and geographic scope can increase the emerging-market MNEs capacities to exploit 
different market opportunities when they engage in foreign activity. This result was 
substantiated by another study by Gracia et al. (2015) on Spanish firms which shows 
the existence of an inverted U-shaped relationship between speed of international-
ization and firm value creation. At the same time, putting restrictions on their future 
growth can lead to a negative impact.

To examine whether a faster foreign entry is always better, Tao and Jiang (2014) 
undertook a case study of 214 auto FDIs in China. Their results showed an inverted 
U-shape relationship between expansion frequency and firm performance. In other 
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words, greater firm performance is associated with greater expansion frequency and 
expansion magnitude.

15.2.6 Statement of hyPotheSeS

H01:  Internationalization of family firms has no effect on their financial per-
formance post internationalization.

Ha1:  Internationalization of family firms has an effect on their financial per-
formance post internationalization.

H02:  Internationalization of non-family firms has no effect on their financial 
performance post internationalization.

Ha2:  Internationalization of non-family firms has an effect on their financial 
performance post internationalization.

H03:  There is no difference between the post internationalization financial 
performance of family firms and non-family firms.

Ha3:  There is a difference between the post internationalization financial per-
formance family firms and non-family firms.

15.3 RESEARCH METHODOLOGY

15.3.1 data SourceS

We used moneycontrol.com to collect data regarding the various family and non-family 
firms that went international during the sample period. The various measures of firm 
performance, pre and post internationalization, were collected from the same source.

15.3.2 time Period

We considered a nine-year-long time period for this study, from 2009–2010 to 2017–
2018. Ten family firms and 10 non-family firms that engaged in internationalization 
during this time period were included in the sample. The main reason for including 
firms after the year 2009–2010 was to ensure that we were measuring the perfor-
mance of firms after the global financial crisis, thereby avoiding any structural break.

15.3.3 SamPle Size

A total of 20 firms were included in the sample, out of which 10 were family firms 
and 10 were non-family firms.

15.3.4 SamPling technique

Purposive sampling technique was used for the study. A  purposive sample, also 
known as judgmental sample, is a non-probability sample that is selected based on 
characteristics of a population and the objective of the study. We selected the fam-
ily firms to be included in the sample if they satisfied the definition of family firms 
(majority of ownership or control lies with one or two families together) and had 
undertaken internationalization during the years 2009–2010 to 2017–2018. The same 
sampling technique was used for selecting non-family firms as well.
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15.3.5 variaBleS

The study was undertaken in two phases. For the first phase, wherein we tried to 
gauge the impact of firms’ internationalization on their financial performance, the 
dependent variable was “Internationalization of firms”.

The independent variables consisted of measures for profitability, market pros-
pect, firm market value, and leverage. The following are the variables that were used 
for measuring the firm performance three years pre-internationalization and three 
years post-internationalization:

Return on assets (ROA): This has been used as a measure of profitability of 
the firm. ROA is calculated as:

ROA = Net income after taxes/Total asset value

Earnings per share (EPS): This has been used as a proxy for a firm’s market 
prospects. A firm’s market prospects refer to a firm’s forecasted ability to 
compete in a marketplace. EPS has been calculated as:

EPS = Total earnings available to equity shareholders/Total nnumber 

of outstanding equity shares.  

Tobin’s Q: The Tobin’s Q ratio is a measure of firm assets in relation to a firm’s 
market value. It has been calculated using the formula:

Q MVS D /TA= +( ) ,

where MVS = Market Capitalization = Outstanding number of equity shares * Current 
market price.
D is the debt of the firm.

Debt-equity ratio: The debt-equity ratio is a leverage ratio that calculates the 
weight of total debt and financial liabilities against the total shareholder’s 
equity. It indicates what percentage of total assets of a firm is financed by 
debt. The D/E ratio is equal to the firm’s outstanding debt divided by the 
firm’s total outstanding equity.

15.3.6 StatiStical techniqueS

For the first phase of the study, a paired-sample t-test was used for all 10 family 
firms and 10 non-family firms to check the impact of going international on firms’ 
financial performance. The paired-sample t-test or the dependent sample t-test com-
pares two means that are from the same individual, object, or related units in order 
to determine whether the mean difference between two sets of observations is zero. 
In our study the unit in consideration is the firm, whose financial performance was 
measured twice—mean performance for three years before internationalization and 
mean performance for three years after internationalization.

For the second phase of the study, that is, for comparing the performance of family 
firms vis-à-vis non-family firms after internationalization; we used the independent 
samples test for proportions. In other words, we compared the proportion of family 
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firms which showed an insignificant difference in their pre- and post-performance, 
with the non-family firms.

We used two software for our study: IBM SPSS Statistics 20 and Microsoft Excel 
2010.
Tables 15.1 and 15.2 provide an overview of the family firms and non-family firms 
respectively which have been included in the sample for the study.

TABLE 15.2
An Overview of the Non-Family Firms Sampled
Name Of Firm Year Of Internationalization

Arvind Ltd. 2014

Asian Paints India Private Ltd. 2010

Aurobindo Pharma Ltd. 2014

Dabur India Ltd. 2012

Eicher Motors 2008

HCL Technologies Ltd. 2011

ITC Ltd. 2012

Larsen And Toubro 2010

Thermax 2012

Wockhardt Ltd. 2011

Source: moneycontrol.com, trendlyne.com.

TABLE 15.1
An Overview of Family Firms Sampled
Name of Firm Controlling Family Shareholding of 

Controlling Family
Year of 
Internationalization

Ashok Leyland Ltd. Hinduja 51.12% 2013

Bharti Airtel Ltd Mittal 50.1% 2012

Hindalco Industries Birla 34.66% 2013

Infosys Ltd. Narayana Murthy, 
Nandan Nilekani

12.75% 2012

Jet Airways Naresh Goyal 51% 2013

Mahindra And Mahindra Ltd. Anand Mahindra and  
Family

9.14% 2012

Marico Ltd. Harsh Mariwala 59.57% 2011

Reliance Industries Ambani 46.17% 2010

TCS Ltd. Ratan Tata and Family 72.05% 2014

Wipro Ltd. Azim Premji 74.31% 2009

Source: moneycontrol.com, trendlyne.com.
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15.4 RESULTS AND FINDINGS

Tables 15.3 and 15.4 show the results of the paired-sample t-test for the 10 family firms 
in our sample. For each of the four variables, that is, ROA, EPS, Tobin’s Q, and D/E 
ratio, the table lays down the pre-internationalization mean, post-internationalization 

TABLE 15.3
Results for Family Firms
FIRM NAME ROA EPS

Pre Post p-Value Pre Post p-Value

ASHOK LEYLAND LTD. 4.67 3.23 0.595 2.04 2.80 0.698

BHARTI AIRTEL LTD 6.61 2.29 0.352 17.09 11.26 0.442

HINDALCO INDUSTRIES 2.91 0.57 0.071 15.46 2.93 0.126

INFOSYS LTD. 22.05 18.42 0.004 125.00 117.92 0.895

JET AIRWAYS −3.86 2.12 0.572 −88.25 17.98 0.53

MAHINDRA AND MAHINDRA LTD. 5.93 3.90 0.033 48.67 61.00 0.343

MARICO LTD. 14.64 15.13 0.896 3.81 7.53 0.008

RELIANCE INDUSTRIES 8.84 5.67 0.166 108.39 71.46 0.175

TCS LTD. 26.78 25.66 0.601 73.91 130.26 0.031

WIPRO LTD. 16.64 13.80 0.276 23.09 23.15 0.95

Source: Authors’ own calculations.

TABLE 15.4
Results for Family Firms
FIRM NAME Tobin’s Q D/E Ratio

Pre Post p-Value Pre Post p-Value

ASHOK LEYLAND LTD. 2.49 5.21 0.021 0.94 1.73 0.059

BHARTI AIRTEL LTD 2.76 2.72 0.955 0.96 1.51 0.161

HINDALCO INDUSTRIES 0.89 0.69 0.619 1.29 1.56 0.486

INFOSYS LTD. 6.28 4.57 0.075 .000 .000 —

JET AIRWAYS −8.66 −0.96 0.386 −26.11 −1.44 0.362

MAHINDRA AND MAHINDRA LTD. 2.89 2.56 0.339 1.17 1.17 0.976

MARICO LTD. 9.16 10.17 0.612 0.77 0.32 0.041

RELIANCE INDUSTRIES 2.78 1.33 0.138 0.60 0.56 0.767

TCS LTD. 8.07 6.31 0.072 0.01 0.00 0.184

WIPRO LTD. 5.48 4.42 0.515 0.28 0.20 0.619

Source: Authors’ own calculations.
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mean (up to two decimal places), as well as the probability values for the two-tailed 
t-test. We have come across different scenarios of significantly positive, insignifi-
cantly positive, and negative impact of internationalization.

Considering ROA as an indicator of financial health, Table 15.3 shows that for 
almost all family firms the mean ROA after internationalization seems to have fallen 
(except for Jet Airways and Marico Ltd.), but this difference is insignificant for 8 
out of 10 firms, that is, for 80% of the firms (at 0.05 level of significance). The dif-
ference is significant only in case of two family firms: Infosys Ltd. and Mahindra 
& Mahindra Ltd. If we look at absolute mean ROA values, only Jet Airways and 
Marico Ltd. exhibited a better ROA after going international, although statistically 
insignificant.

With respect to EPS, we obtained mixed yet insignificant results for the mean 
values of EPS before and after internationalization for 80% of the firms. Marico Ltd. 
and Tata Consultancy Ltd., however, have shown a significant improvement in EPS 
after going international. When it comes to the relation between the firms’ market 
value to book value, as measured by Tobin’s Q, only one firm, Ashok Leyland, dem-
onstrates a significant difference in this measure when compared across the periods 
of internationalization. A good 90% of the firms in the sample have an insignificant 
p-value for Tobin’s Q.

Lastly, the D/E ratio for 90% of the sampled family firms is statistically insignifi-
cant because the p-values are greater than 0.05. Hence, we conclude that there is no 
difference in the mean values of the D/E ratio before and after going global. Ashok 
Leyland is the only company with significantly different mean values of the lever-
age ratios while Infosys has a D/E ratio of zero throughout because of no long-term 
debt. Although the D/E ratios actually increased in the post-internationalization 
years for firms like Bharti Airtel Ltd., Jet Airways, and Hindalco Ltd, the results 
are insignificant.

We also came across a special case of a negative D/E ratio in the case of Jet 
Airways. The mean D/E ratio was −26.113 in the years before going global but then 
improved to −1.44, which is still negative. A negative D/E ratio is a result of a nega-
tive net worth which typically occurs when a company is unable to raise money to 
meet its historical losses that accrue and surpass the equity. Another factor that adds 
to the negative net worth of Jet Airways is a very low book value of –Rs. 628.46 per 
share.

Overall, we can conclude that out of the sampled firms, the majority of the firms 
showed an insignificant difference between the pre- and post-internationalization 
financial performance in terms of profitability, market prospects, firm market value, 
as well as leverage.

Tables 15.5 and 15.6 show the results of the paired-sample t-test for the 10 non-
family firms in our sample. For the profitability measure, ROA, the results show 
that for half of the sampled firms the ROA improved and for the other half the ROA 
deteriorated after internationalization, but these results are insignificant, except in 
the case of HCL Technologies. In other words, 9 out of 10 firms show an insignifi-
cant difference between their pre- and post- internationalization profitability. Same 
is the case with EPS, wherein although some firms have witnessed a good mean 
improvement in their post-foreign collaboration EPS, the results are insignificant. It 
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TABLE 15.6
Results for Non-Family Firms
FIRM NAME PRICE/BV RATIO  

(Tobin’s Q)
D/E RATIO (Leverage)

Pre Post π-Value Pre Post π-Value

ARVIND LTD 1.39 2.71 0.059 1.16 0.97 0.433

ASIAN PAINTS INDIA PVT. LTD. 9.82 12.74 0.353 0.21 0.08 0.056

AUROBINDO PHARMA LTD. 2.36 4.33 0.358 1.12 0.44 0.061

DABUR INDIA LTD 12.51 12.07 0.781 0.51 0.23 0.271

EICHER MOTORS 1.38 4.56 0.152 0.38 0.03 0.131

HCL TECHNOLOGIES LTD. 3.63 4.94 0.024 0.42 0.04 0.061

ITC LTD. 8.25 8.26 0.994 0.01 0.01  —

LARSEN AND TOUBRO 5.23 2.78 0.253 1.18 1.73 0.162

THERMAX 5.46 4.60 0.53 0.10 0.23 0.413

WOCKHARDT LTD. 166.34 5.56 0.418 429.74 0.51 0.414

Source: Authors’ own calculations.

TABLE 15.5
Results for Non-Family Firms
FIRM NAME ROA EPS

Pre Post p-Value Pre Post p-Value

ARVIND LTD 5.61 3.49 0.2 13.41 12.09 0.596

ASIAN PAINTS INDIA PVT. LTD. 17.28 16.11 0.718 57.09 77.31 0.712

AUROBINDO PHARMA LTD. 4.80 12.79 0.226 15.36 38.45 0.178

DABUR INDIA LTD 18.03 17.56 0.901 4.24 6.54 0.182

EICHER MOTORS 2.75 7.59 0.087 9.64 126.16 0.026

HCL TECHNOLOGIES LTD. 11.01 20.17 0.023 20.62 66.97 0.078

ITC LTD. 19.10 20.27 0.625 8.44 10.27 0.432

LARSEN AND TOUBRO 6.71 3.48 0.063 78.23 70.94 0.704

THERMAX 7.40 4.39 0.202 26.00 21.10 0.552

WOCKHARDT LTD. −5.90 14.97 0.129 −31.95 85.15 0.12

Source: Authors’ own calculations.

is just Eicher Motors that has a significantly different value of EPS before and after 
internationalization, and that too in a positive direction.

Similarly, only 1 out of the sample of 10 non-family firms showed a significant 
result for Tobin’s Q. Wockhardt Ltd. shows a drastic fall in the mean value of Tobin’s 
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Q post going global due to the fall in its market value vis-a-vis book value of total 
assets, but the results are still insignificant.

With respect to the D/E ratio, surprisingly, none of the firms have a significant 
difference. In other words, of all the non-family firms included in the sample, none 
show significant difference in their leverage after stepping out of their home coun-
tries, although there are certain firms (such as Wockhardt Ltd.) which have wit-
nessed a steep downfall in their leverage.

Overall, it can be said that although the mean values of the variables under con-
sideration differ a lot pre and post internationalization, these differences, for the 
majority of the non-family firms, are insignificant.

After conducting a paired-sample t-test for all the family firms and non-family 
firms in our sample, the test for difference between proportions was employed manu-
ally in order to determine if there was any difference between the proportion of 
these two types of firms that have insignificant difference in their pre- and post-
internationalization financial performance. Table 15.7 provides an overview of these 
proportions for all the four variables of financial performance in our study.

For the measures of profitability (ROA), market prospects (EPS), and leverage 
(D/E ratio), the proportion differed significantly among the family versus non-family 
firms. This means that if both family and non-family firms were to go global, there 
is a greater chance that family firms would witness a difference in their profitabil-
ity, market prospects, and leverage after internationalization, instead of non-family 
firms. The result is opposite in case of the relative measure of firms’ market value 
(Tobin’s Q). In case of this variable, there was no significant difference between the 
proportion, as is very clear by the fact that for Tobin’s Q, the proportion of family 
and non-family firms with no difference in pre- and post-financial performance is 
exactly the same in our sample.

15.5 CONCLUSION

The previous literature has no dearth of studies showing the impact of foreign col-
laborations, mergers, and acquisitions on the performance of firms—both financial 
and non-financial. But this study has specially focused on the family firms, and 
their financial performance post going global vis-à-vis non-family firms. Although 
there is no single concrete definition of family firms, we have combined various 

TABLE 15.7
Proportion of Family and Non-Family Firms Which Showed No Significant 
Difference in Their Pre- and Post-Internationalization Financial Performance
Type of Firms ROA EPS Tobin’s Q Debt/Equity

Family firms 0.8 0.8 0.9 0.9

Non-family firms 0.9 0.9 0.9 1

Source: Authors’ own calculations
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definitions to pick up the gist. In simple words, the term “family firm” refers to a firm 
in which a majority shareholding or a major controlling stake or a large part of the 
decision-making (through board of directors or otherwise) lies with a single family 
or two families together.

This study employed various measures of firm financial performance, in terms 
of profitability, market prospects, firm book value in relation to market value, 
and leverage, and compared these dimensions three years before and after a firm 
opted for stepping out of its home country for commercial purposes. We found 
that a large proportion of both, family as well as non-family firms, have not shown 
any significant difference in their financial performance after undergoing inter-
nationalization. Moreover, comparing these two types of firms, we couldn’t find 
a significant difference in the proportion of those firms that are insignificantly 
different in their pre- and post-internationalization market value (as pointed out 
in the first phase of the study). On the other hand, these proportions were differ-
ent for the variables of profitability, market prospects, and leverage, and it seems 
that relatively more number of family firms are likely to witness a difference in 
their financial performance as a result of internationalization, when compared to 
family firms.

15.6 LIMITATIONS AND FUTURE SCOPE OF RESEARCH

Like all studies, our study also has certain limitations, which form a basis for future 
research. We only used quantitative variables for measuring financial performance 
of firms. Some qualitative variables can also be used for supplementing the research. 
We considered 10 family firms and 10 non-family firms that internationalized dur-
ing the period 2009–2010 to 2017–2018. A larger sample size could have led to more 
representative results.

For measuring various dimensions of financial performance such as profitabil-
ity, leverage, efficiency, etc., more variables such as return on equity, net margin 
ratio, and the like can be used. We used two-tailed tests in order to see if there is 
any difference between the performance of firms across the two time periods and 
across the two type of firms. In future studies, one-tailed tests can be employed to 
determine if one type of measure or one type of firms have shown an improvement 
over the other. We have taken three years before and after internationalization 
to compare the pre- and post-performance. A longer time period can be used for 
further studies.
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16.1 INTRODUCTION

“Global Citizenship gives us a profound understanding that we are tied together as citi-
zens of the global community, and that our challenges are interconnected.”

—Moon-Ki-Ban, 2008, Ex-UN Secretary-General

Before the outbreak of the First World War, the world must have looked very small to 
economist John Maynard Keynes, as he aptly writes in his famous 1919 essay, “The 
Economic Consequences of Peace”, “The makers of the world powers could sit in their 
bed room, sipping morning tea, and order the delivery of the products of future society”.

Society is at the stage of enlightenment. We have never been more educated, rich, 
interconnected, or technology driven. According to the Russian scientist Kardashev 
(1924), we are at stage 0.2 of the civilization index, reflecting development and utili-
zation of 20% of the planet’s energy resources. But if we pay even a marginal amount 
attention to the state of affairs, we can see that we face global challenges because we 
lack the solidarity, motivation, and institutional support to solve them.

O’Brien (2000) designates the present period as the “Anthropocene,” the first period 
in geological history where human activities have a significant impact on the Earth 
system. Trade, production, and consumption are the root cause of all our problems, and 
they can be eliminated by weaving together the concept of global citizenship.

The concept of global citizenship has evolved over time. In the 1800s, only men 
and property were included in the concept of citizenship, and that too only national. 
With the advent of 1900s, women and children also were included. Today, the concept 
has crossed borders with the liberalization of economies and increased awareness, 
enactment, and acceptance of political, civil, and social rights and obligations. Current 
perspectives on citizenship vary in different countries, whether listed or unlisted, and 
include social rights and obligations and dimensions of national and global citizen-
ship derived from demographic changes, historical regimes, and economic develop-
ment in various geographic regions. Further, the concept of global citizenship has been 
enhanced by the establishment of international trade blocks, transnational organiza-
tions and corporations, civil society norms and movements, and human rights frame-
works. It has to be acknowledged to what extent the concept of global citizenship 
extends and compliments traditional citizenship (Gies & Wall, 2019).

The aim of this chapter is to spread awareness about the concept of global citizen-
ship, study the challenges that lie ahead, identify methods to eradicate the imminent 
dangers lurking in the dark, outline the scope of future research, and overcome the 
limitations to further explore the subject and permanently weave it with the society.

16.2 OBJECTIVES

This study has two levels of objectives: national and international.

16.2.1 national oBjectiveS

16.2.1.1 To Develop a Sense of Shared Destiny
The first objective of the study is to develop and foster a sense of shared destiny in 
terms of local, national, sociocultural, political, civil, and political factors amongst 
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various members of national and international associations. Team spirit should 
remain undeterred in times of prosperity, calamity, or deluge. For achieving this 
purpose, the process of socialization should be started involving a range of social 
agents such as the family, peers, and religious groups in an explicit manner. The pro-
cess of socialization has three stages: arrival, encounter, and metamorphosis which 
is the last stage after which a concept, individual, idea, or organization is finally 
accepted in the society.

Formal education is not the only means of spreading socialization; we need a 
robust public policy at the heart of all social activities. Indeed, beyond mere reitera-
tion of theoretical fundamentals and principles, there is a need for building national 
and international cohesion by the education bodies (Israel, 2012).

16.2.1.2 To Engage in Civic and Social Action
Active and positive societal participation and transformation for realizing a broader 
sense of individual and group responsibility towards communities, religions, sects, 
cultures, regions, nations, and the world as a whole should be articulately embedded 
in the curriculum, policy, and design of the education system. To set the context, 
in any given country, this area overlaps many others, such as history, geography, 
religion, social studies, civics, and political science. Children and adults should be 
equally aware of the concept to be engrossed in it.

16.2.1.3 To Stratify the Role of Women in Society
It is imperative for a society to create an environment of overall independence with 
role stratification. It includes increasing and improving the social, economic, politi-
cal, and legal strength of women—to ensure equal rights to women; to make them 
confident enough to claim their rights; to freely live with a sense of self-worth, 
respect, and dignity, both inside and outside of their house and workplace; to make 
their own choices and decisions; to have equal rights to participate in social, pub-
lic, and religious activities; to have equal social status in the society; to have equal 
rights for socioeconomic justice; to determine financial and economic choices; to 
have equal opportunity for education; to have equal employment opportunity free of 
any gender bias; to have a safe and comfortable working environment where women 
have the right to have their voices heard. In the process of stratification of women’s 
role in society, the following objectives with a degree of result orientation have to be 
kept in mind—employability, talent acquisition, skill enhancement, and replacement 
in certain job roles that were initially designed only for men.

16.2.1.4 To Imbibe Intercultural Justice
Each nation a country chiefly characterized by identity, cultural diversity, world heri-
tage, arts, languages, world history, indigenous knowledge systems, peace and con-
flict resolution, learning to live together, education, and intercultural/international 
understanding. The formulation of values, ethics, and learning outcomes in youth 
and adults can be differentiated from more modest values like empathy and care to 
those that are more committed in nature, such as willingness to challenge injustice. 
It is to be noted that issues of peace and conflict are rooted in the culture. Violent 
conflicts often and arguably revolve around political, economic, social, cultural, and 
natural resources. Cultural identities and differences serve as ideological opinions 
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and solutions in context of conflict resolution and imbibing intercultural justice. The 
poor and downtrodden should be uplifted by the implementation of the above learn-
ing outcomes (OXFAM, 2006).

16.2.1.4 To Face All Sorts of Challenges
To face the challenges of a globalized world, the issues of society, economy, and 
polity have to be understood, studied, and analyzed and solutions have to be crafted. 
A global village is the best place to live in. Awareness of the wider world and one’s 
own role both as a citizen and consumer with rights and obligations is the foundation 
stone for the construction of the formidable fortress and realization of the concept 
of global human community or global citizenship. One of the key deliverables in the 
concept of global citizenship is the valuation of the cultural diversity comprising 
languages, arts, religions, and philosophies as components of the common heritage 
of humanity.

16.2.2 international oBjectiveS

16.2.2.1 Commitment to Sustainable Development
The world today is facing a considerable number of interlinked challenges  – the 
global financial crisis, climate change, shrinking biodiversity, declining water and 
energy resources, threats to food sources, and health risks. The present anthology 
keeps us revolving knowledge that is connected to power, history, and cultural dif-
ferences. But, nowadays, mobility and access to new media and academic collabo-
rations have democratized knowledge. Thus, we have to reduce, reuse, and recycle 
for a sustainable future. Crude oil will totally vanish from the face of the planet by 
2050 and the next-generation fuel, ammonium oxide, whose atoms lie tucked up in 
ice molecules, has been found in sufficient quantity in the polar ice caps, primarily 
in Alaska and Greenland. Some speculate that there are huge chunks of it buried in 
Antarctica as well. This next-generation fuel is enough to run the planet for the next 
200 years. This is one of the major examples of sustainable development; the concept 
itself was derived from energy sector.

16.2.2.2 Environmental Safety and Awareness
We live in a world without borders as we knew them. We might be in closer inter-
action with a fellow academic across the Atlantic Ocean than we are with our own 
neighbors. Through technological development and means of communication and 
transportation, we can choose to interact with any part of the world. This means that 
we might think of ourselves as international rather than national beings (Benhabib 
2006). 2nd World Conference on Environmental Safety, Geneva Protocol.

There is an imminent necessity to act as local entrepreneurs, or better as flex-
ible citizens, both nationally and internationally at the same time as the definition 
of global citizenship puts it and this is possible only through environmental safety 
and awareness. Our students, youth, and the entire academic staff will have to be 
deployed to educate people about poverty, climate, human rights, religious dialogue, 
global health governance and safety, as well as the significance of being a citizen 
in today’s well-connected world. Environmental safety and awareness programmes 
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should be made a part and parcel of routine life. People should be taught how to 
behave and deal in the event of a natural calamity both at the grassroots level and at 
the communal level. The safety and awareness concept only accumulates and forms 
the content of the concept of global citizenship and is also linked personal health 
and hygiene.

16.2.2.3 Ethical Responsibility and Engagement
Human rights approaches, attitudes and values of caring for others, transformation of 
personal and social responsibility, societal contribution, skill development through 
a well-informed, ethical, and peaceful action for exploring own and other’s values 
is the most viable mechanism for sociocultural and political decision-making at the 
local, regional, national, and global levels.

16.2.2.4 Upheaval of Global Human Values
Human values can be changed only when informed and critically literate people 
from all corners of society come together and create an atmosphere of fostering such 
value systems, completely understanding the underlying assumptions and power 
dynamics of interwoven cultures.

A “spiral-societal” approach is needed which can be elaborated by the inclusion 
of global citizenship education at all levels of education: primary, secondary. and 
higher. Teachers should be well versed with the concept, its requirements and scope 
of implementation, and further study and research. Levels of education and student 
age groups vary between countries; these groups are merely meant to be indicative. 
Users at all levels should feel free to select, adapt, and organize their own learning 
objectives in ways that are suited to their country, context, and preparedness.

16.2.2.5 Social Connectedness and Respect towards Diversity
People differ in their levels of identity and thoughts, the factor which entwines them 
or separates them is the diversity and that entails a certain degree of respect which 
is the chief characteristic of this planet. Diversity is characterized by differences in 
psychographic parameters such as style, appearance, knowledge, loyalty, etc., which 
results in differences of opinion. Other kinds of diversities are political diversity, bio-
diversity, cultural diversity, economic diversity, zoological and botanical diversity, 
and above all historical and evolutionary diversity. Now, it depends on us whether 
we want to harness this aspect or close our windows. It is this diversity that makes 
us beautiful. The only way to garner respect for diversity and spur positive change 
is global citizenship.

16.3 LITERATURE REVIEW

The concept of global citizenship starts with organizational citizenship behavior, that 
is relationships with peers, subordinates, supervisors, and the entire surrounding envi-
ronment with immediate and surround effect and impact on society’s health as aptly 
quoted by Mossai (1997). According to T. D. Allan (2007), post the era of spiral-societal 
approach, the concept of global citizenship became a public deliberation unbounded to 
the political, jurisdictional, and territorial boundary of a geographical state resulting 
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in creation and protection of global rights and responsibilities. Sentiment and aware-
ness about global citizenship has increased as concern for society, culture, policy, and 
academia forms the essence of the concept of global citizenship. Davies (2009) men-
tioned that democratic decision-making and community service build resources, time, 
and energy of the country. The concept of global citizenship has also been mentioned 
in a speech by the US president. He said that we have drifted apart and have forgot-
ten our shared destiny but that the burdens of global citizenship continue to bind us 
together. Our candidates must be equipped with social, ethical, and civic competences, 
with initiative and with entrepreneurial spirit. We must provide a learning environ-
ment and an atmosphere that are conducive to self-development. The Nobel Laureate 
Eugene Stieglitz (2009) elucidates the concept in the most intricate manner by saying 
that global citizenship can be seen as a modern version of “bill-dung” style of society, 
stimulating autonomy and critical thinking, and fostering an ability to gauge the inter-
dependence that characterizes the world of today. Not everybody respects diversity, 
shoulders the responsibility, shares resources and information, empathizes, connects 
openly, competes healthily and dies graciously, which is the essence of global citizen-
ship and emulates the importance of living together.

16.4 RESEARCH TOOLS AND RESULTS

16.4.1 kmo-Bartlett’S teSt

Here from Table 16.1 we can see that the significance level remains same for every 
change in the sample. We have used SPSS to do the analysis. Accuracy level changes 
but remains within a specified range, owing to the non-shift in the geopolitical 
climate. Chi-square value changes signify co-relation between different values 
and preferences of sub-groups of people. A group of 150 people was chosen from 
Wisconsin, Washington, and California.

TABLE 16.1
KMO-Bartlett’s Test Results
Generic Preferences KMO 

Measure Of 
Sampling 
Accuracy

Bartlett’s Test of Sphericity 
Approximation

Chi-Square Significance Level

Linguistic preferences 0.826 338.780 00.00

Logical/mathematical preferences 0.868 707.817 00.00

Visual/spatial preferences 0.820 677.971 00.00

Musical preferences 0.848 980.437 00.00

Kinesics preferences 0.858 386.436 00.00

Natural preferences 0.825 400.003 00.00

Interpersonal preferences 0.867 608.780 00.00

Intra-personal preferences 0.892 142.096 00.00
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TABLE 16.2
Results of Paired Sampling with Measures of Central Tendency
Compared Study Variables 
(N = 49)

Mean 
Difference

Standard 
Deviation

t-Test p-Value

Average of pre-adoption period .48 1.28 2.62 .01*

Average of 1 year post adoption .31 .80 2.76 .01*

Average of 2 year post adoption .64 .165 2.73 .00*

Average of 3 year post adoption .63 1.33 3.34 .00*

* Significant(p = .05, two-tailed).

16.4.2 Paired SamPling With meaSure of central tendency of 
Pre- and PoSt-adoPtion PeriodS of liBeral government PolicieS

From Table 16.2 we observe the following. The trend shows p-value greater than .05. 
There is a significant difference between averages of pre- and post-adoption periods. 
The pre-ESOP window is also under comparison. There is more subtle difference 
between 2 and 3 year difference averages 3 year difference window is the widest.

16.5 CHALLENGES

Global citizenship has two categories of challenges. Some of the main challenges 
have arisen as consequences of globalization, a term used to describe the relationship 
between states and communities created by geographical spread of ideas and norms 
due to the increased speed of travel. The necessity of trade between different regions 
resulted from a richness in natural resources and increasing population levels. It 
gave rise to new trade routes, such as the famous Silk Road, the Suez Canal, etc. 
Unsustainable levels of carbon dioxide emissions in atmosphere have made life mis-
erable for all forms inhabiting the planet. This is the most pressing challenge. Many 
species are going extinct before they are even discovered. E. O. Wilson refers this 
phenomenon as the Eremocene, the Age of Loneliness. Next is the inter-connection 
of financial crises and ecological aberrations that make the world suffer pain agony 
when due to crunch and unemployment, the society faces a brutal consequence and 
collapse of machinery and all constituent units. The ultimate safeguard against this 
is prediction and prevention (Lioudis, 2019). The inability to restrict the spreading 
of epidemics following natural disasters such as the devastating tsunami of 2004, 
the spread of Ebola in the fall of 2014, the unprecedented health risks, perils, and 
hazards presented as imminent dangers, particularly to the undernourished, portend 
future challenges. In the 19th century, people, goods, and services used to freely 
move across borders, but due to historical interventions and excavations, the concept 
of global citizenship has given rise to a new danger—global terrorism—which has 
its roots in commerce and trade regimes of today. The freedom and ability to cross 
borders can be both a blessing and a curse, resulting in far-ranging consequences. We 
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as global citizens have to free ourselves from prejudices of actions and words. The 
collapse of judicial and constitutional machinery of at least 10 countries in the fall 
of 1914 was a concrete example of the dire and bizarre results of an over-globalized 
world. Our world system is not prepared to enact and implement global commercial, 
political, and legal regimes due to religious, cultural, economic, and philosophical 
differences between various sects of society. There is an absence of acceptance of 
global norms, tolerance, and expertise.

Secondary challenges are a result of modern or proto-globalization leading 
towards increasing trade links and cultural exchanges across the world during early 
19th century. Mostly, this was due to European empires that had for more than a cen-
tury controlled a large portion of land area itself and had in turn impacted and created 
modern, quick, populist, and rather complex systems which were produced in medi-
eval Europe after the sinking of the Spanish Armada and the start of the Renaissance 
(1535–1875). Some notable secondary challenges stand as non-coherent states on 
grounds of religion. Religion is product of history and some out-worldly incidents 
which have shaped our entire social structure in due course of time. It is so close to 
people’s sentiments that the membrane is difficult to crack and penetrate into settling 
new embodiments there. There is also a level of difficulty in bounding nations due to 
differences in language, art, culture, customs, and habits which are more of individ-
ual in nature than communal. The difference in language is a major bottleneck and 
barrier in communication between the states and people. Diversity in geo-politics is 
another striking impediment in the way of global citizenship. Geographical move-
ments and migrations have always been there since prehistoric times. Some regions, 
whether naturally or due to manmade reasons, are more accessible than others. This 
is the major reason for development of some regions more than others. An innova-
tion in transport technology gives a huge impetus to cross-border trade. Those states 
that have superior transport infrastructure have better access to trade and commerce, 
filling bankers’ pockets as compared to those states that are still evolving. Last but 
not the least, the military also creates regions that are almost inaccessible to people 
or difficult to cross (e.g. Nevada Areas 51 and 52, various military installations in 
the US). These regions have been created for national security, prowess, and military 
muscularity. This strategy is adopted mostly by those countries which have a long 
border, vicious neighbor, or vast economic assets to protect and are used for deploy-
ment of tactical weapons, weapons of mass destruction, and surveillance.

From Figure 16.1, it is clearly observed that during the 13th century most tribes 
were nomadic and inhabited Central Asia, Europe, China, and Mongolia. Later, 
due to migratory movements around 14th and 15th centuries, the population base 
shifted to the Middle East, North America, Africa, and Indian sub-continent, from 
where today’s population trends began. This happened mainly due to change of geo-
climatic zones, modernization, and increased transportation and infrastructure.

It is concluded from Figure 16.2 that fidelity is considered to be a crucial 
factor in deciding the behavior of society in different countries for the obvious 
reason that acceptable and unacceptable behaviors form the structural edifice 
of the concept of global citizenship. A  scale of 0 to 100 is chosen for study-
ing the proximity of acceptable/unacceptable behaviors of different countries 
which can also be related to the establishment of tolerance zones. From the 
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FIGURE 16.1 Fidelity Rates in Major Countries. 

Source: Journal of Education (2011).

densely populated and globally related zones across of the world, a sample of 
22 countries was chosen to study the trend of global citizenship on the basis of 
acceptable and unacceptable behaviors of social structures operating in them 
which in turn depend upon psychographic parameters like lifestyle, education, 
personality, awareness, and loyalty. Based upon response generated by public 
and analysis of trend, it is finally concluded that France has 47.5% morally 
unacceptable behavior, 40% not a moral issue and 12.5% morally acceptable 
behavior. Germany has 54% morally unacceptable behavior, 37.5% not a moral 
issue, 1.5% depends upon situation, and 11% morally acceptable behavior. Italy 
has 56% morally unacceptable behavior, 22% not a moral issue, 10% depends 
upon situation, and 12% morally acceptable. Spain has 56% morally unaccept-
able behavior, 33% not a moral issue, 1% depends upon situation, and 10% mor-
ally acceptable behavior. South Africa has 57% morally unacceptable behavior, 
19% not a moral issue, 10% depends upon situation, 1.5% other reasons, and 
12.5% morally acceptable behavior. Russia has 64% morally unacceptable 
behavior, 13% not a moral issue, 10% depends upon situation, 3% other reasons, 
and 10% morally acceptable. Japan has 64% morally unacceptable, 17.5% not 
a moral issue, 1.5% depends upon situation, 4.5% other reasons, and 12.5% 
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FIGURE 16.2 Migratory Trends and Inhabited Regions in the 13th Century A.D.

Source: Journal of Global Optimization (1997).

morally acceptable. Poland has 66% morally unacceptable behavior, 11.5% not 
a moral issue, 3% depends upon situation, 2% other reasons, and 7.5% morally 
acceptable. Argentina has 67% morally unacceptable behavior, 17% not a moral 
issue, 3% depends upon situation, 2% other reasons, and 11% morally accept-
able behavior. China has 68% morally unacceptable, 19% not a moral issue, 2% 
depends upon situation, 2% other reasons, and 9% morally acceptable behav-
ior. Canada has 69% morally unacceptable behavior, 27.5% not a moral issue, 
0.5% depends upon situation, 0.75% other reasons and 4% morally acceptable 
behavior. Britain has 69% morally unacceptable behavior, 23.5% not a moral 
issue, 1.5% depends upon situation, 2% other reasons, and 4% morally accept-
able behavior. Nigeria has 69.5% morally unacceptable behavior, 29.75% not a 
moral issue, 2.5% depends upon situation, 0.25% other reasons, and 8% morally 
acceptable behavior. Australia has 70.5% morally unacceptable behavior, 22.5% 
not a moral issue, 2.75% depends upon situation, 0.25% other reasons, and 4% 
morally acceptable behavior. Uganda has 71% morally unacceptable behavior, 
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20.25% not a moral issue, 1.8% depends upon situation, 0.2% other reasons, 
and 6.75% morally acceptable behavior. South Korea has 71.5% morally unac-
ceptable behavior, 20.75% not a moral issue, 1% depends upon situation, 0.25% 
other reasons, and 7% morally acceptable behavior. The US has 73% morally 
unacceptable behavior, 21.5% not a moral issue, 0.75% depends upon situation, 
0.75% other reasons, and 4% morally acceptable behavior. Brazil has 73% mor-
ally unacceptable behavior, 20.25% not a moral issue, 0.25% depends upon 
situation, and 6.5% morally acceptable behavior. Pakistan has 89% morally 
unacceptable behavior and 11% not a moral issue. Indonesia has 89.5% mor-
ally unacceptable behavior, 9% not a moral issue, 1% depends upon situation, 
and 0.5% morally acceptable behavior. Turkey has 92% morally unacceptable 
behavior, 3% not a moral issue, 2% depends upon situation, and 3% morally 
acceptable behavior. Palestine has 92% morally unacceptable behavior, 6% not 
a moral issue, 1% depends upon situation, and 1% morally acceptable behavior. 
Turkey and Palestine have highest morally unacceptable behavior, i.e. 92%, and 
Japan as the highest morally acceptable behavior, i.e. 12.5%. Pakistan has a 
bizarre state of affairs with 89% morally unacceptable behavior and rest 11% 
not a moral issue at all without the other categories.

16.6 FUTURE

This subject needs further education and exploration by academicians to iden-
tify the global concerns of the global citizens. Each country of a specific trade or 
regional block has its own advantages, historical baggage, and demerits on account 
of population, such as in most Asian countries and occupation. Occupation often 
depends upon geography and abundance of natural resources in a state, which, in 
turn, decide the macroeconomic parameters of industry. Actionable solutions have to 
be implemented at the international level to guard against controversies and resent-
ments. Major issues that need to be highlighted include global poverty, communi-
cable diseases, education, migration, climate change, access to water, international 
trade, hunger, financial stability, and regional conflicts. These areas need extensive 
research to be brought to the notice on a global scale. Lead education bodies should 
conduct joint studies and government should provide sufficient avenues for grants 
boosting the entire process.

16.6 LIMITATIONS

Poverty and inequality limit research in this area. Regional data due to political 
influence is often distorted, and accurate figures cannot be arrived at most of the 
times, which hampers the final solution to be implemented or suggested. It is also 
difficult to access government research labs. Trade reforms, malnutrition, and human 
development create impediments in the way of research on the topic due to migratory 
trends exhibited across the world.
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17.1 INTRODUCTION

The community of researchers who are interested in the small and medium-
sized enterprises, henceforth SMEs, have not reached consensus on one defini-
tion (Vilette, 2010). This difficulty in finding a common perception seems to be 
explained by the great diversity and heterogeneity encompassed by the term SME. 
According to this perspective, SME is synonymous with diversity, so that a good 
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number of researchers were harnessed with the task to identify the criteria of dif-
ferentiation and similarity making it possible to categorize the SMEs in more or 
less homogeneous typologies (Allali, 2007) in order to reconsider the conceptual-
ization of SMEs.

In the past, family SMEs often had a negative image, since they were thought to 
be characterized by inertia, paternalism, and rigidity with few competitive advan-
tages. In more recent years, this view has changed, and the family company has 
become rather a sign of strength, dynamism, good quality, and an indicator of 
economic development. From this same point of view, Basly (2007, p. 2) advanced 
that “the awareness of its (the family SME) economic importance in terms of 
participation in the national production of the countries and in terms of employ-
ment and economic and financial performance constitutes an imperative reason 
explaining the renewed interest for the questions which are relative for him”. More 
particularly, innovative networks of SMEs seem to play a significant role in local, 
regional, and territorial development (Leducq & Lusso, 2011; Torre & Traversac, 
2011; Campagne & Pecqueur, 2014).

Despite their vulnerability (due to their small size, limited resources and funds, 
informal human resource management function, intuitive and implicit strategy, 
informal communication, infrastructure barriers, close links between all the func-
tions, etc.) (Torrès & Julien), family and non-family SMEs often have clarifying and 
supporting networks which seem to play an important role in developing economies 
(Joyal, 1997; Torrès, 2002; De Oliveira, 2016).

As an example, industrial districts or regional clusters have gained in produc-
tivity in a globalized economy. This gain is explained by their contribution to the 
revival and the territorial development of certain areas or cities so much “sunk with-
out trace” or completely lacking in commercial activity (Piore & Sable, 1984; Cooke 
et al., 1997; Porter, 2003; Colletis-Wahl & Pecqueur, 2001; Pecqueur, 2008; Carré & 
Levratto, 2011).

In this perspective, certain disadvantaged geographical areas have been able to 
find the way to competitiveness thanks to networks of family SMEs that constitute 
them. Indeed, such family innovative networks are characterized by certain distinc-
tive particularities and patterns based on their roots in the area, flexible specializa-
tion, and family socio-territorial “linking” capital (Anderson, Mansi, & Reeb, 2003; 
Habbershon, Williams, & MacMillan, 2003; Angeon et al., 2006; Allouche, Amann, 
Jaussaud, & Kurashina, 2008; etc.).

The current study addresses the following main research questions:

 1. What are the main characteristics of SMEs (family and non-family ones) 
installed in specific territories?

 2. To what extent do these SMEs work together and collaborate in order to 
compound innovative networks, enabling them to leap into new markets, 
ahead of their competitors?

 3. How do such innovative SMEs networks contribute to the regional and eco-
nomic development of their territories (technopoles, clusters, local produc-
tion systems, etc.), while growing internationally?
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17.2 SME VULNERABILITIES

Despite of the inherent weaknesses in SMEs, many scholars have pointed out that 
SMEs benefit from simple organizational structures that allow them to provide a 
high level of flexibility (Wolff & Pett, 2006). Indeed, thanks to their simple structure 
and few resources, SMEs can better adapt to environmental changes than big/large 
firms with complex structures, time-consuming activities, and costly processes (Tidd, 
2001; Man, Lau, & Chan, 2002; Qian & Li, 2003; Cited by Pierre & Fernandez, 2018).

Schumacher (2001) underlined in his book entitled ‘Small Is Beautiful’ (1973) 
that SMEs could drain multiple advantages whenever they are created to spread a 
policy that restrains the territory of intervention of their actions emphasizing the 
central role of the human being in developing small projects which create syner-
gies between the territory capabilities and its human resources. These SMEs, which 
could grow via microcredits and small cooperatives, could supplement strategies and 
actions of big firms or “white elephants” which require heavy (and sometimes unpro-
ductive) investments. Such SMEs could also contribute to endogenous and integrated 
regional and national development, mainly in developing countries.

According to the group of researchers on economy and management of SMEs- called 
‘GREPME’, based in Québec, the SME is a centralized organization that is weakly spe-
cialized and which possesses a simple internal and external information system as well 
as intuitive and weakly informal strategies (Julien, 2000; Marchesnay, 2014).

SMEs generally have some specific characteristics which don’t enable it to evolve 
at the same rhythm as big firms. However, they can develop strategies in order to 
survive with them in a fast-changing, turbulent market.

Among the SMEs’ characteristics, the following ones should be retained: the 
butterfly effect; the scarcity of resources; proximity management; informal, simple, 
and intuitive information systems; straightforward strategies; and flexible Human 
Resources Management (henceforth HRM) practices.

The butterfly effect means that the flapping of the wings of a butterfly in China 
could ultimately result in a hurricane in Florida. In other words, a small event that 
has no effect on big firms could have a great impact on a small firm. This effect is 
broken down into the microcosm effect, the proportion effect, and the egotrophy 
effect (Paradas, 2007).

The microcosm effect signifies that the manager focuses his attention on the short-
term and immediate actions and concentrates on the geographical space that sur-
rounds him and that is psychologically behind him.

The egotrophy effect implies that the manager of a SME is usually a self-absorbed 
person and that his way of thinking is focused only on his closest collaborators. In 
other words, it means that the enterprise is centralized and focused on its values, as 
well as the manager’s personality and his own aspirations.

The proportion effect translates into the fact that as long as the workforce is rela-
tively small, each actor owns a high place in the company. For example, when the 
entrepreneur hires a new employee, if this latter is not “the good man at the good 
place”, that recruitment will engender many problems. It means that the impact of 
each movement is inversely proportional to the number of the organizational actors 
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(Torrès, 2003). This effect seems to derive from another one: the number effect 
which indicates that as long as the workforce is relatively small, the manager knows 
each employee well.

17.2.1 Sme StrategieS

SME strategies are intuitive, implicit, flexible, and informal (Busenitz & Barney, 
1997; Mazzarol & Reboud, 2009). The strategy of an SME emanates from a small 
group of dominating managers/entrepreneurs who may focus on reaction, as well as 
a proximity management system which is based on a shorter-term strategic perspec-
tive (Bos-Brouwers, 2009; Cited by Staniewsk, Nowacki, & Awruk, 2016).

Strategic decisions which are mostly taken by the owner-manager are made 
in emergency situations and in an iterative process by which events could change 
the vision and the SME’s actions). The strategic process thus relies on the activi-
ties, experience, judgement, and the way of thinking of the owner-manager (Wang, 
Walker, & Redmond, 2007; Lima & Filion, 2011).

The strategies that are deployed by SME managers are mainly specialization, 
collaboration, networking, and internationalization (Mbengue & Ouakouak, 2012). 
Indeed, managers often choose either strategic niches in order to evolve in a non-
competitive market (Lima, 2003) or networking and collaborative strategies based 
on cooperation which enable them to adapt to a constantly shifting environment 
(Hanna & Walsh, 2002). Such strategies allow SMEs to maintain their competi-
tive advantages, to internationalize their activities, and to supplement resources and 
skills they are lacking by inserting them into visionary and clarifying networks.

17.2.2 Sme information SyStemS

It is argued that the SME information systems are simple, flexible, undersized, 
direct, and informal (Torrès, 2002, 2004a,b; Julien, 2000). The simplicity of the 
internal information system is explained by the high physical proximity between 
the manager (who has a low interest in the strategic value of the information) and the 
main actors of the SME (Marchesnay, 2014). However, the simplicity of the external 
information system is due to the spatial proximity, that is, a nearby market which 
allows physically and psychologically the manager to establish direct ties with sup-
pliers, customers, investors, bankers, etc.

Because SMEs have less bureaucracy, their organizational structure is flat. They 
have fewer formal systems and procedures and fewer planified activities (Wang et al., 
2007). Moreover, their internal communication systems are usually direct, simple, 
oral, and verbal, built on trust and informal relationships (Staniewsk, Nowacki, & 
Awruk, 2016). This lack of formalization could be explained by SMEs’ attempts to 
minimize the costs of operations.

17.2.3 Sme human reSourceS management (hrm)

SMEs are simple organizations with little hierarchy; they cannot afford the same 
advantages as the big firms. This is due to their limited financial resources, the 
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few social advantages they can benefit from, as well as the restrained internal 
mobility they can propose to their employees. Indeed, SMEs don’t have the 
required skills in order to develop and implement the concrete and formalized 
tools of HRM. More precisely, HRM is linked to the manager and an omnipresent 
centralized power. This latter often has poor managerial skills and refuses to del-
egate responsibilities to his subordinates, so that the level of resistance to change 
is generally high in the SME (Forbes & Milliken, 1999; Mazzarol & Reboud, 
2014). This issue could result from a lack of appropriate qualifications of such 
managers who are not willing to tolerate risk in order to adopt changes and imple-
ment new innovative solutions (Horibe, 2003; Cited by Staniewsk et al., 2016). In 
line with this assumption, Robert-Huot and Cloutier (2014) reported that HRM 
practices and procedures in SMEs are informal due to the lack of expertise in 
HRM methods and techniques.

As a result, the three levels of the HRM are confused and juxtaposed: the admin-
istrative level (rules and regulations, etc.), the strategic level (organizational and 
management choices, etc.), and the staff politics (skills, management, training, remu-
neration, etc.) (Bootz et al., 2011).

Hence, SME employees often suffer from a lack of creativity and reactivity in 
response to fast-changing needs and market expectations (Staniewsk et al., 2016).

17.2.4 Sme ProXimity management SyStemS

For most SMEs, the management system is a mix of proximity: the functional, the 
spatial, the temporal, and the hierarchical proximities form a coherent framework 
which creates the conditions necessary for action and reflection (Torrès, 2004a, 
2004b).

The hierarchical proximity is reflected in the absence of the middle management, 
the centralization of decisions, as well as the lack of authority and management del-
egation (Julien, 2000; Courrent & Torrès, 2005; Marchesnay, 2014).

The functional proximity is characterized by the versatility of the owner-manager 
who will concentrate and take on many functions (such as commercial, marketing, 
logistics, etc.) without a division of labor (Torrès, 2004b).

The proximity coordination implies that the methods and modes of coordination 
are mainly the direct supervision, the verbal and the oral communication via the 
usage of speech (Torrès, 2004a, 2004b, 2006).

The temporal proximity is explained by the preference for the short-term, the role 
of intuition in the strategy elaboration process, the near-absence of planning, as well 
as the quick reactivity, flexibility, and versatility of the SME.

17.2.5 Sme reSourceS

Resources represent a set of available factors owned by a company, such as time, 
financing, material, patent, software, human skills, etc. However, capabilities 
of the firm represent its ability to deploy and exploit those resources accord-
ing to its processes, routines, and all its activities (Amit & Schoemaker, 1993; 
Forsman, 2011).
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Because of the scarcity of resources in terms of time, qualified staff, financing 
(and access to credits and loans), as well as energy, SMEs do not encourage the 
development of a learning culture, and often do not use a formalized and detailed 
strategic analysis. They have many supply difficulties nationally and internationally. 
Moreover, SMEs lacks the financial and temporal resources that allow them to do 
everything on their own internally (Rogers, 2004). Therefore, it appears that inno-
vativeness plays an important role for SMEs with limited resources (Rhee, Park, & 
Lee, 2010).

17.3 SME NETWORKS AND THEIR ROLE IN 
TERRITORIAL AND LOCAL DEVELOPMENT

Despite their vulnerabilities, SMEs compensate for their lack of resources through 
cooperation and networking, enabling them to foster their innovative activities and 
processes, improving, in turn, regional development.

The openness to globalization should be done by building on the deep roots and 
the identity of enterprises and territorial actors while also cultivating their differ-
ences and by themselves in the big countries of the world (Godet, 1997).

In this perspective, it should be taken into consideration that the notion of “area” 
shouldn’t be analyzed via a micro-economic perspective that considers it by the ele-
ments that compose it. It is, nevertheless, recommended to propel a meso-economic 
vision that emphasizes the networks, the relations, as well as the interdependences 
that might influence the economic evolution of the environment. In line with this 
reflection, it has been argued that SME networks can play an important role in the 
territorial development of an area by boosting the local actors to mobilize its territo-
rial resources (Bros-Clergue, 2006).

These SME networks are composed of social actors who can interact and play a 
central role in the construction of a collective group and a system of governance that 
is well structured by social capital which grows every day. This social capital helps 
develop the ties of the networks with external stakeholders, especially with local/
national public authorities who enable these networks to be financed and to gain in 
reputation and legitimacy. It also supports the guidance of information actions in 
order to anchor the networks in their territory and consolidate their own values and 
their contribution to the territory’s dynamics (Bories-Azeau & Loubès, 2013).

These SME networks could also contribute to developing resources, struc-
turing relations based on confidence, improving efficiency (information trans-
mission, reduction of transaction costs, and opportunism-related to the network 
members’ relations, etc.), and developing dynamic innovation capabilities as well 
as technological and relational learning (Joyal & Deshaies, 2000; Ferrary & 
Pesqueux, 2004).

SME networks are constituted by the public authorities as well as the territo-
rial collectivities and enterprises which have the prerequisite skills and resources 
to construct a place of governance by elaborating diagnoses/strategies, analyz-
ing institutional/public changes, and coordinating actions of economic/local 
development.
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17.3.1 local and territorial develoPment: 
geneSiS, originS, and definitionS

The territory is not only a local system, a geographical and a natural space which 
is well organized and developed, but also a social structure and a living space that 
encompasses human relations between multiple actors. These actors adhere to local 
projects, innovate, and mobilize resources and skills thanks to their sense of belong-
ing and to their appropriation (Maillat & Lecoq, 2006; Truda, 2007; Pacquot, 2011; 
Moine, 2014). According to Le loup, Moyart, and Pecqueur (2004), the territory is an 
open, dynamic, complex system which is socially constructed by the intersection of 
networks (physical, human, formal, and informal ones), strategies, as well as by the 
interdependence between partners. It’s then a place of production, negotiation, and 
sharing (cited by Redondo-Toronjo, 2007).

Note that that a territory is not limited to a rural space or to the suburbs of cities or 
to urban areas. It is not constrained to specific environments. What is important for 
a territory is the local development that it implies as well as the growing awareness 
of its actors (even those working in organizations, Non Governmental Organizations 
(henceforth NGOs)., administrative structures, local collectivities, etc.), who should 
advocate for job creation, entertainment, citizens’ security and health, elimination of 
geographic and socioeconomic disparities between areas, etc.

Local and territorial development is considered as a response to globalization, 
as well as to the socioeconomic exclusion and marginalization of some zones and 
capitalist politics.

This concept first emerged with regards to underdeveloped and developing coun-
tries of the Third World where decades of development initiated by UN (United 
Nations) organizations have failed. These failures prompted a reexamination of the 
role NGOs so that they work for a restrained scale of economic development, tak-
ing into consideration not only the local concerned culture, but also the resources 
(human, financial, etc.) made available so that energies and skills are not dispersed.

According to André Joyal (1994), local development is a socioeconomic interven-
tion strategy by which local and national representatives of the public, the private, or 
the social fields work together in order to value and upgrade the financial, technical, 
and human resources of a collectivity as well as to combat the devitalization (or the 
decline) of the area. For this purpose, these representatives are called to join their 
forces and to associate their efforts in a sectoral or an inter-sectorial private or public 
work structure, guided by a central objective of local economic development. Joyal 
(1994) has also advanced that the regional and the territorial development holds four 
dimensions:

 1. Cultural dimension: Local leadership, the level of implication of the actors-
members of the area, the motivation and the willingness to work in order to 
enhance the development of the collectivity.

 2. Socioeconomic dimension: Consolidating a qualitative social change (the 
quality of housing, access to health care and treatment, training, etc.) in 
order to promote a good process of local development.
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 3. Environmental dimension: Socioeconomic development of the territory 
should not jeopardize the quality of life in the ecosystem surrounding it.

 4. Spatial dimension: Qualifying an endogenous development taking into 
consideration the geographic limit of the perimeter where actors operate 
while consolidating their territorial identity.

In this same logic, two aspects should be taken into consideration in order to enhance 
a local development:

• The participation of citizens and the cohesion between them.
• The role played by the public powers and the local collectivities and their 

mobilization and solidarity to face the crises as well as to preserve the 
territory.

In other words, certain immaterial factors, such as the social capital, the social repre-
sentatives, the social capabilities of development, and socio-local governance, differ 
from one territory to another.

Nevertheless, in order to improve the local development of a territory, territorial 
dynamics should be improved and maintained by relying on three dimensions of an 
area (Maillat, 1994):

 1. Micro-analytic dimension: Constitutes a market structure that facilitates 
the transaction costs limitation.

 2. Cognitive dimension: Encompasses the local know-how.
 3. Organizational dimension: Highlights the interdependency between the 

local actors.

17.3.2 Sme netWork tyPeS and their contriButionS to Promote 
the innovation of the territory and itS develoPment

Carluer (2006) identified six types of networks: clusters, the technopoles, service-
based spaces, innovative areas, industrial districts, and learning areas.

A learning area is a system dominated by immaterial components and charac-
terized by its capacity to attract the high-demand skills in this age of knowledge-
intensive capitalism. It is known as a repository and a collector of knowledge and 
ideas, a source of innovation and economic growth, as well as a vehicle for global-
ization (Florida, 1995, p. 527). Silicon Valley (in the US) is the most commonly 
cited example that demonstrates how entrepreneurs, skilled high-tech engineers, 
and computer scientists from around the world are gathered in a one common vil-
lage, affording a series of related infrastructures (with common restaurants, rest-
rooms, sport rooms, cafes, etc.). They can easily collaborate and share knowledge 
continuously to invent new technologies, software, applications, etc. with personal-
ized information.

However, an innovative/creative milieu is a territorialized space where socially 
embedded interactions between economic agents and collaborative relation-
ships between firms are growing thanks to common resources management and 
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project-related joint activities. This concept has been developed mainly by a group 
of European researchers on an innovative milieu called “GREMI”. Since the mid-
1980s, this group of 25 researchers have put substantial efforts into theorizing 
and verifying milieu characteristics and effects with respect to various types of 
regions, investigating several European examples (Maillat, 2006 Fromhold-
Eisebitch, 2004). They have pointed out how universities, research laboratories, 
public institutions, as well as firms, can coordinate within a limited geographical 
area, leading to a large number of innovating enterprises. The example cited by 
Fromhold-Eisebitch is related to the German region of Aachen dominated by new 
technology–driven firms (such as Aixtron, Parsytec, and Head Acoustics), tak-
ing the place of old ones such as manufacturing, coal, steel, and textiles. Public 
research centers, startups, university technology hubs, etc., contribute to the shift 
of this milieu.

In this same perspective, it is argued that a service-based space is a center of 
knowledge creation constituted by a set of enterprises associated to research and 
training centers and diverse other public or private entities whose initiatives are sup-
ported by local collectivities (learning by commuting). It is assimilated into an infor-
mal technopole, based on information and communication technologies (Cooke, 
2002).

The industrial district is a socio-territorial entity which is marked by the presence 
of a community of persons and enterprises making the same product or gravitating 
around a certain type of production (Porter, 2000; Karlsson, Johansson, & Stough, 
2005). The district of Montpellier (in France) is, for example, a local collectivity 
which aims to develop as good actors-relays and company incubators (such as Cap 
Alpha and Cap Oméga) working for the promotion and creation of innovative SMEs 
and strengthening connections between local actors with public and parapublic net-
works (like ANVAR-The national agency for research valorization, and CRITT-The 
regional center of innovation and technology transfer) in order to facilitate the trans-
fer of information (Torrès, 2002).

Piore and Sabel (1989) have, for example, advanced that the networks of compa-
nies localized in the north of Italy have played an important role in the industrial 
success of the whole country, as a consequence of the passage from an accumulation 
mode to another one, via the paradigm of flexible specialization.

The technopole/science park is generally composed of heterogeneous actors/insti-
tutions/companies participating collectively in the conception, production, and diffu-
sion of production processes, products, services, etc. It brings together in one location 
the components necessary for innovation. Globally, almost 20 technopoles compete 
with Silicon Valley. We can cite: Silicon Hills of Texas (US), 22@Barcelona (Spain), 
the Raheje IT Park of Bangalore (India), the Cambridge Science Park (England), or 
Dresden (Germany), etc. More precisely, in France, for example, the technopole of 
Montpellier, composed essentially of small companies without an industrial history, 
is located next to a huge university pole and some institutions of research.

In this same perspective, Torre (2006) pointed out that localized productive sys-
tems (LPS; a concept developed by Courlet and Pecqueur, 1996, 2013, in Grenoble 
and comparable to that of industrial districts) constitute networks of productive 
SMEs specialized around a product or a profession. Such SME networks are capable 
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of building and developing some relationships of complementarity, collaboration, 
and cooperation, similar to local competitive communication nodes and links evolv-
ing in a restrained open and competitive geographic space. This view is similar to 
that of Porter (1990) who identified four constituents of regional competitive advan-
tage called the diamond: (1) the production resources, (2) a local market with good 
quality and quantity, (3) the socioeconomic and legal environment, and (4) the local 
fabric rich of suppliers and related industries.

In compliance with previous assumptions, we can deduce that several clusters of 
enterprises are made up of networks of SMEs linked or not to a basic enterprise (and 
generally located near the universities conducting to the development of spin-offs). 
Those clusters allow enterprises to take advantage of innovative capacity develop-
ment, the acceleration of the new venture creation, as well as the promotion of the 
productivity.

In Morocco, and especially in regions like Aïn Chock, Al Fida Derb Sultan, and 
Maârif, some informal family SMEs, characterized by their ethnic and familial soli-
darity, are active in the local market. However, they have evolved in order to become 
export-oriented firms. In the long run, such SMEs work for their relocation to indus-
trial zones of Casablanca or Ben Msik.

At this level, it is essential to note that, in emergent contexts like Tunisia, com-
petitive clusters are partly constituted by innovative networks of family SMEs which 
struggle to promote the regional and territorial development. The case of handi-
craft companies located at Sfax, the competitive clusters based in Monastir, in Borj 
Cedria Science Park, or in the technopoles of Sousse demonstrate how collaboration, 
exchange, and networking between public institutions, companies, associations, and 
actors can lead to regional development and economic growth.

In other words, SME networks can contribute to territorial development and inno-
vation by (Moulaert & Sekia, 2003; Moulaert, Martinelli, Gonzalez, & Swyngedouw, 
2007):

• Supporting the competitiveness of enterprises and looking for innovative 
and technologic partnerships with enterprises, big firms, and research 
centers.

• Bringing a bigger visibility to the territory in order to captivate new skills 
and ventures.

• Consolidating their economic fabric and reinforcing their identity.
• Animating the territory (and its competitiveness) which federate enterprises 

around simple and common thematics via good relays.
• Knitting a mesh of relations between firms, universities, and research cen-

ters via structured projects (with good technologic platforms).
• Participating in an innovative dynamics of the territory by promoting its 

attractiveness.
• Diffusing an innovative culture into the territorial structures and between 

the territorial actors in order to benefit from the national and international 
notoriety throughout the visibility of the competitive clusters.

• Accessing to a prospective vision concerning the future challenges and 
implications of the field.
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17.4 INTERNATIONALIZING OF THE SME MILIEU: 
IMPORTANCE OF GLOCALIZATION AND LOCAL GOVERNANCE 
IN TERRITORIAL DEVELOPMENT AND INNOVATION

In an internationalizing area characterized by fast-changing events occurring from 
a turbulent environment, glocalization allows SMEs to think globally and to act 
locally by adapting to this unpredictability and increasing the development of their 
territory. Moreover, local governance contributes to the local development via the 
actions engaged by the territorial actors, NGOs, and other entities in order to improve 
the attractiveness of the territory and to consolidate its image.

17.4.1 role of glocalization in territorial develoPment

Given that glocalization constitutes a keystone of such innovative networks that work 
together in order to expand into international markets (Torrès, 2002), family SMEs 
are fighting towards a “measured” opening which would allow them to “think glob-
ally and act locally” taking into consideration the specificities and vulnerability of 
their territories. Such an arrangement appears so delicate that it requires a certain 
balance between regional particularisms and international trends. Efforts must then 
be maintained and sustained in order to ensure that deal. At this level, is important 
to mention that the concept of glocalization was popularized by Porter (1990, p. 78) 
to design “a geographic concentration of enterprises related to each other, of special-
ized suppliers, of service providers, of related industries’ firms, and associated insti-
tutions in a particular field, which confront each other and cooperate”. The theory 
of glocalization entails the proximity principle which plays an important role in the 
global insertion of SMEs and the conciliation between the globalization constraint 
and the proximity logic related to their management style.

17.4.2 role of territorial governance in an 
internationalizing Sme environment

First of all, it should be mentioned that local and short-distance structures, as well 
as small institutions and NGOs with an international scope, could largely impulse 
the attractiveness and the international development of the region. Indeed, such 
structures could provide the interface among the community, at the local and the 
global level, and infrastructures of communication which ensure an homogeneous 
state vision (such as proximity of airports, highways, of partner zones as well as big, 
prestigious, and multinational firms, etc.).

Moreover, i n a territory with an internationalizing innovative environment, ter-
ritorial actors such as public or private entities (like chambers of commerce) can act 
to support foreign trade and to facilitate the internationalization of SMEs as well as 
the local entrepreneurial fabric (Torrès, 2002). This is a space where relationships of 
long-lasting collaboration and exchange are established in order to enhance learn-
ing, innovation, and creativity of actors and their access to the global market. In this 
perspective, Torrès (2002) cited four characteristics of an internationalizing milieu 
(4 Ds): diversity, density, dynamics, and directionality.
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Three decades ago central government was considered to be the principal actor of 
self-regulation between fields and in every sector; however, this view changed rapidly 
in the late 1980s and early 1990s. The literature has emphasized the role of local and 
regional governments in cluster development and in the creation of an innovative inter-
nationalizing milieu. Territorial governance has entered the scene of economic devel-
opment, and the territories must benefit from a local governance (Helmsing, 2001).

Indeed, when public action becomes a prerequisite for countries that have weak 
socioeconomic development, governance is of increased importance, especially in 
international forums. In line with this view, Gaudin (2002)reported that this new 
form of governing is cooperative and different from the previous hierarchical model 
(by which the state made a sovereign control on groups and citizens). This form 
of governance applies the values of the enterprise (such as the new techniques of 
management), as well as the social values (democracy, environment, human rights, 
etc.) in accordance with the business ethics and a long-term economic and profit 
perspective.

The World Bank added that governance represents “the manner in which power 
is exercised for the management of social and economic resources of the country 
to reach a development objective”. Its action is restricted to four essential domains: 
(1) the capacity and the efficiency in the public services management, (2) admissibil-
ity and prevision, (3) the legal framework of development, and (4) information and 
transparency.

The Institute of Governance of Private and Public Organizations (2008) has pro-
posed a definition of the SME governance by stipulating that:

the SME’s governance is defined as a set of reports between an owner-manager and a 
group of persons gathered into an advisory council or a board of directors. These persons 
who are predominantly independent of the direction, and of the stakeholders of control, 
accepted to support this owner-manager with their expertise, and their experience in 
order to improve decisions and to ensure the sustainable growth of the enterprise.

The concept of territorial governance is emerging to ensure the relative autonomy 
of local development processes, to consolidate democracy and the role of civic society 
in decision-making, to grant another image to the public action, to encourage the par-
ticipation of citizens and the civic society, and to develop partnerships between differ-
ent actors of specific politics (Wilson, 2000; Truda, 2007; Torre & Traversac, 2011).

Territorial governance is thus emanating not only from local citizens and actors, but 
also from national organizations and other local collectivities which play a major role in 
network activation and meshing between institutions and enterprises, enhancing trans-
national network synergies among them (Fourcade, 1993). These synergies enable the 
territory to be internationalized, connected with the rest of the world and not enclosed 
in solitary confinement. Indeed, the sustainability of a territory is widely based on the 
national extra-territorial and international relationships that local actors establish with 
other partners to ensure its durability throughout a networking dynamics.

Local and bridging actors, such as universities, research and technical centers, 
as well as technopoles, could also contribute to the emergence and development 
of innovative SMEs and the dissemination of innovation. Collectivities must also 
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advocate for the companies’ access to resources and skills distributed around the 
world and their communication with other firms located in foreign and international 
areas, as part of a global network (taking into consideration the proximity principle 
regulating the functioning of SMEs).

All these local organizations and actors advocate for a local governance which 
avoids the simple reproduction of imported development models which are most 
often inappropriate.

According to Jean (2000, p. 224), the territorial governance is “a specific mode of 
regulation of power and decision taking in a given community. It designs more than 
the government and the politic governance”. It is reflected by the collective ability of 
learning and management that certain groups of individuals or human societies pos-
sess and develop in order to anticipate situations, to recognize a clarifying operating 
process leading to sustainable improvements.

Local governance has four dimensions (Lusthaus, Adrien, & Pestinger, 1999):

 1. Organizational dimension: In the organization, the components or the ele-
ments of the collective action could be localized, such as the skills, the 
proactive systems, the leadership, etc.

 2. Systemic dimension: The society is a set of multilevel and correlated sys-
tems: the public, the private, and the philanthropic systems are interrelated. 
In this perspective, three levels of capabilities can be determined: the indi-
vidual, the sectorial, and the environmental.

 3. Participative dimension: The two essential values of governance are change 
and learning. At this level, participative processes could influence the man-
agement approaches and the mode of government of public affairs to fight 
against political distortions and to ensure market effectiveness. Public 
interventions could contribute to favorable economic development.

 4. Institutional dimension: At this level, the focus is placed on laws, rules, cul-
tural values and beliefs, politic attitudes, etc. in order to stimulate the knowl-
edge creation and the access to the actors’ formal and informal games.

Thus, because competition remains global and because the competitiveness of 
SMEs requires a high territorial anchorage, the proximity dimension is well taken 
into consideration at the managerial level, and the proximity territory may facili-
tate the access of the SMEs and their orientation towards an international opening. 
Competitive advantages could also be gained by the global insertion of SMEs and 
their integration into the territory or the region thanks to the proximity principle 
development. This integration enables the SMEs to access to resources and skills 
throughout the world (financing, partnerships, technology, etc.), as well as to identify 
and to be embedded into the best networks that create prosperity, regulation, and dis-
tribution. Emphasis is then made on making of social, political, and economic local 
governance aiming at ensuring the territorial cohesion and development (Torrès, 
2002; Swyngedouw, 2003).

In this perspective, the territorial intelligence seems to play an essential role for 
the local/economic development of the territory (Herbaux & Masselot, 2007; Truda, 
2007). It should identify the external changes (related to technological, demographic, 
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sociologic, and political trends), causes, and engines over the next 5 to 10 years, their 
opportunities and their threats, as well as the strengths and weaknesses of the ter-
ritory’s SMEs. The territorial intelligence should also determine the weightings of 
these changes, the plausible deadlines of their impacts on the regional economy, as 
well as the way by which the regional policy and the entrepreneurial dynamics of the 
region are coherent with such engines (Girardot, 2008). Its purpose is to analyze ter-
ritories and territorial information shared subsequently with the help of information 
and communication technologies (Saccheri, 2008).

Widmer (2014) recommends, for example, a territorial information system which 
allows the modeling of the territory, to benchmark it to other territories and to make an 
update of it via its cartography and its spatial representations. The model can incorpo-
rate knowledge of the territory’s actors, their skills, and their interests. A culture based 
on a customer relationship management (CRM) must be focused on sharing, dialogue, 
and negotiation to develop territorial marketing by good mastery of the territory users’/
clients’ aspirations and needs and by fostering competition between territories.

17.5 CONCLUSION

Despite its vulnerability and limits, a territory—which is mainly constituted by a 
set of SMEs (suffering from some weaknesses related to their scarcity of resources 
and skills) – could be considered as an internationalizing area. It may easily adapt 
to a complex and changing environment thanks to different factors. As shown in 
Figure 17.1, the following are especially concerning: (1) innovative SME networks 
acting in the territory and (2) the territorial strategies orbiting around innovative 

Territorial 
development

Territorial governance

Territorial intelligence

SMEs’ Networks

SME 1

SME 2

SME n

-Short-term strategic

Perspective

-Strategy based

on Glocalization

-Centralized power 

of the manager

-Proximity 
management system

-Simple and flexible 
information system

-Limited Resources

FIGURE 17.1 The theoretical proposed model.
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glocalization, territorial intelligence, and local governance. In this perspective, 
local actors, public authorities, as well as some specific local entities should play an 
important role on the development of the territory in question.
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Influence of Branding of 
Financial Instruments on 
Investment Decisions: 
Mediating Role of 
Behavioral Biases

P. C. Sharma

18.1 INTRODUCTION

Stock investing is not only influenced by financial factors like ROI, EPS, or P/E ratio. 
The universe of stock investing includes various marketing factors, advertising fac-
tors, and also various emotional factors causing psychological biases. Considering 
the present scenario where individual investors are turning out to be highly vigilant 
in financial matters and yet contributing a substantial amount of stakes along with 
emotions in the market (Nofsinger & Richard, 2002), financial planners face the chal-
lenge of understanding the investment behavior of their clients. In this context, brand 
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reputation and brand trust play a pivotal role in affecting the final decision of an inves-
tor, as a brand includes the consumer’s complete experience with both the product and 
the company. Psychological biases also attract equal attention due to their extremely 
effective background influence. Same marketing ideology about branding is applica-
ble for studying brand reputation of companies in stock markets worldwide as it chan-
nelizes the influential role of reputation in pulling modern investors for investment. 
Despite the highly standardized and regulated nature of financial investment industry, 
firms are striving for greater engagement through personalization and emotional con-
nection, since they operate in a segment where trust is paramount. Investors may form 
relationships with brands on the basis of several characteristics of these brands, like 
brand image. According to Cova (1999) and Sheth and Parvatiyar (1995), the image or 
brand does not represent the product; it’s the product that represents the image. Larsen 
and Buss(2002) claims that companies manage their reputations mainly for financial 
reasons. Following the recommendations of Brown (1952) and Tucker (1964), in this 
study, we conceptualized brand trust as the outcome of brand reputation. Banks (1968) 
found a fairly strong relationship between trust and actual investment decision. The 
concept of branding has been majorly studied in the context of FMCG products, pri-
marily in the marketing domain. This chapter is a novel effort to study this phenom-
enon in the context of finance and eventually in the investment management domain 
as branding has a very strong psychosomatic impact on investor’s memory which has 
a prolonged effect because there are various behavioral biases which repeatedly affect 
the investment decision of an investor and at times are so influential that the investor 
ends up making erroneous decisions. So linking the effects of branding in context of 
brand reputation and brand trust with the investment decision and analyzing the effect 
of behavioral biases as a mediator amongst the two would be interesting. Regarding 
the current situation, a novel model that takes into consideration traditional finance, 
behavioral finance, and the effect of branding to provide superior information about 
individual investor decision-making processes under the influence of behavioral 
biases is indispensable. This model is a natural progression from previous branding 
models as it also includes behavioral bias. The new model highlights the importance 
of customer insight, analytics, brand, and customer experience and proposes to ana-
lyze the branding factors which have an impact on the investment decisions of indi-
vidual investors. The endeavor is to validate whether investors are aware of the effect 
of branding practices in the presence of behavioral biases in their choices. This model 
covers a big literature gap of unavailability of an inter-disciplinary behavioral finance 
model for measuring market investment behavior as a result of effects of branding 
under the influence of behavioral biases. A new perspective of irrational thinking and 
resultant decision-making of individual investors has been presented. This is also the 
novel contribution of this chapter. The combination of precursors of brand reputation, 
brand trust, and behavioral biases which has been considered for model framing has 
not been used in any previous model in the similar arrangement. Various behavioral 
biases such as conservatism, disposition effect, anchoring behavior of investors, and 
herding behavior play a great role in financial markets in effecting investment deci-
sions. Data for this research work were collected through a self-structured question-
naire from investors in the regions of Delhi, Mumbai, Chennai, and Kolkata. Analysis 
of this research work predicts that the effect of branding on the individual investor’s 
decision-making process is credible and once an investor develops trust in a brand 
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behavioral biases are less effectual. This study will help firms go beyond product and 
investments. This model also emphasizes the need to understand the customer jour-
ney across multiple channels, going beyond last touch attribution to improve investor 
engagement and finally his investment decision. Studying the investment decision 
under the influence of brand reputation and brand trust will help practitioners, finan-
cial service providers, sponsors, financial institutions, and corporate giants to preplan 
their public offerings according to the expected investor reaction due to their inherent 
behavioral bias and can offer them better schemes for fund allocation and can also 
take reasonable steps in improvising their brand impact for following some out-of-
the-box practices. Specifically, the key objectives of the study are: (1) to examine 
the relationship between brand reputation and brand trust, (2) to examine the extent 
to which brand reputation and brand trust are influenced by behavioral biases, (3) to 
develop a model based on investment decision conceptualization and its antecedents, 
and (4) to evaluate reliability and validity of the model. In this research work, theory 
of reasoned action, customer-based brand equity theory, brand position theory, and 
prospect theory are the backdrop theories to take the research work further. All these 
theories have been interpreted from the perspective of an individual investor.

The rest of the chapter has been arranged as follows. The next section reviews 
the existing literature on various variables affecting brand reputation and brand 
trust, how brand reputation and brand trust are affected by behavior biases, and how 
all these factors together affect the investment decision. Section 18.3 describes the 
research methodology followed for data collection, sample profiling, etc. The data 
used to test the hypotheses along with structural model are described in Section 18.4. 
In Section 18.5, the effects of exogenous variables, mediators, and control variables 
on endogenous variables have been analyzed. The last section concludes the study 
through findings, discussion, implications, and conclusion.

18.2 LITERATURE REVIEW

According to Kotler (1999), a brand is essentially a seller’s promise to consistently deliver 
a specific set of features, benefits, and services to the buyers (Aaker, 1996). This is an 
attractive idea in financial markets, where it is difficult to differentiate products practi-
cally. Financial investments are tangible only up to the extent of the amount of invest-
ment, as various hidden charges, opportunity costs, inflation interest rate, etc. remain 
undercover and therefore difficult to evaluate prior to investment or even after invest-
ment. Fund selection behavior of investors persuades marketing decisions of investment 
management companies, and thus it has attracted the interest of modern investment 
researchers. The academic investment literature did not clearly recognize the role of 
brands as relationship builders, as it has been argued that brands are primarily transac-
tion facilitators (Coviello & Brondie, 2001; Coviello, Brondie, Danaher, & Johnston, 
2002). But according to current marketing literature, buyers develop relationships 
with the product (Saren & Tzokas, 1998; Lye, 2002), and their knowledge and feelings 
about the brand influence their evaluation of the products carrying this brand (Aaker & 
Keller, 1990; Dacin & Smith, 1994; Brown & Dacin, 1997). It has also been suggested 
that even children develop relationships with brands and the connections with brands 
develop strong links between childhood and adolescence (Chaplin & John, 2005) and 
those childhood memories influence the manner in which they relate to brands for life. 
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Forward-looking marketers and research agencies acknowledge the importance of this 
approach and incorporate relationship-based ideas such as trust with brand management 
(Esch, Langner, Schmitt, & Geus, 2006). This importance to the concept of branding 
is overdue. Along with branding, behavioral biases also demands required spotlight. 
Behavioral biases are systematic patterns of deviation from rationality in decision-
making (Kahneman & Tversky, 1979). The research work of Gupta (1991) argues that 
framing a portfolio for a client requires understanding of his psyche, as it is much more 
than simply selecting securities for investment. Capon and Fitzsimons (1994) in a study 
mentioned that there are various indications that support the fact that, apart from risk 
and return, other factors also effect investment decisions such as demographic back-
ground, past experience, reputation of the company, etc. Chaudhary (2013) found that 
emotional and cognitive biases have a strong influence on investors’ decision-making 
processes. An emerging body of literature has validated the role of brand reputation 
(Bromley, 2002; Shapiro, 1983) and brand trust (Boon & Holmes, 1991; Deutsch, 1960) 
in influencing decision-making. In this study all the exogenous variables are hypoth-
esized to have significant relationship with the endogenous variable. So, the following 
main hypothesis has been proposed. Along with these, two sets of 14 sub-hypothesis 
each have been mentioned and defended in the sections follows.

H1: All the exogenous and endogenous variables have a significant relationship.

18.2.1 Brand rePutation

A growing body of literature has led to an abundance of alternative definitions of 
reputation. Gotsi and Wilson (2001) conclude that reputation should be viewed as 
“a stakeholder’s overall evaluation of a company over time.” Reputation is a socially 
shared impression, a consensus about how a firm will behave in any given situation 
(Bromley, 2002). Work of Fombrun and Rindova (2000) and Mazzola, Gabbionta, 
and Ravasi (2004) have emphasized on the plurality of perceptions and representa-
tions about a company, but it has mainly focused on the customers’, employees’, and 
the general publics’ perspectives. In this context, reputational perceptions by indi-
vidual investors are a novel field of research. Both academicians and practitioners 
believe that brand reputation is becoming increasingly important. To be successful 
and hence profitable, brands should have a positive reputation (Herbig & Milewicz, 
1995). Shapiro (1983) concluded that the value of a firm’s overall reputation is easily 
seen in its relationship to a firm’s revenues: as a firm’s reputation increases, so do its 
sales. To know about the association amongst a brand’s reputation and the related 
investment decision, the following hypotheses have been framed:

H1a:  An investor’s perception that a brand has a good reputation is positively 
related to the investment decision.

H1b:  An investor’s perception that a brand has a good reputation is positively 
related to the investor’s trust in that brand.

18.2.2 Brand truSt

Trust is defined as the expectation of the parties in a transaction and the risks 
associated with assuming and acting on such expectations (Deutsch, 1958). Lewis 
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and Weigert (1985) argue that trust is not mere predictability but confidence in the 
face of risk. This line of argument is also followed by other researchers (Deutsch, 
1960; Helm, 2007; Schlenker, Helm, & Tedeschi, 1973; Boon & Holmes, 1991). 
Brand trust is defined as “the willingness of an average consumer to rely on the 
ability of the brand to perform its stated function” (Chaudhuri & Holbrook, 2001). 
Conceptualizations of trust in the investment literature, however, have generally 
been lacking. In the investor market, there are too many anonymous investors, 
making it unlikely that the financial institution could develop personal relation-
ships with each investor. Thus, investment marketers may have to rely on a sym-
bol—the brand—to build the relationship. The brand becomes a substitute for 
human contact between the financial institution and its investors, and trust may be 
developed with it:

H1c:  An investor’s perception that a brand is trustworthy is positively related 
to the investment decision.

18.2.3 Brand characteriSticS aS antecedentS 
to Brand rePutation and Brand truSt

The characteristics of the company behind a brand also influence its reputation 
and the degree to which investors trust the brand. A consumer’s knowledge about 
the company behind a brand is likely to affect his assessment of the brand. The 
characteristics of the company proposed to affect a brand’s reputation and even-
tually investor’s trust in a brand are brand competence (Bendapudi & Berry, 
1997; Zucker, 1986; Andaleep & Anwar, 1996), brand experience (Churchill & 
Surprenant, 1982; Bendapudi & Berry, 1997), brand satisfaction (Martensen, 
Gronholdt, & Kristensen, 2000; Bendapudi & Berry, 1997), and family branding 
Aaker and Keller (1990).

18.2.3.1 Brand Competence
A competent brand is one that has the ability to fulfill a customer’s need (Butler 
& Cantrell, 1984; Butler, 1991). Deutsch (1960), Cook and Wall (1980), and Sitkin 
and Roth (1993) all considered a brand’s competence as an essential element influ-
encing its reputation and eventually trust. An investor may find out about an invest-
ment avenue’s brand’s competence through direct investment or word-of mouth 
communication. Once convinced that a brand is able to serve its requirements, an 
investor may be willing to rely and invest in that brand. So to verify the same, we 
propose:

H1d:  An investor’s perception that a brand is competent is positively related to 
the reputation of that brand.

H1e:  An investor’s perception that a brand is competent is positively related to 
his trust in the brand.

18.2.3.2 Brand Experience
Brand experience refers to a consumer’s past encounters with the brand. Zucker 
(1986) suggested that, in the development of process-based trust, reciprocity is the 
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key. In organizations, repeated contacts through time suggest a long-term commit-
ment (Arrow, 1984; Powell, 1990) and in investment domain same commitment is 
visible through repeated investments in different schemes of a particular company. 
Security and stability of such recurring reciprocal exchanges is the outcome of 
brand reputation (Powell, 1990). Similarly, as an investor gains more experience 
with a brand, the investor understands the brand better and grows to trust it more. 
To summarize:

H1f:  An investor’s experience with a brand is positively related to his percep-
tion about the reputation of that brand.

H1g:  An investor’s experience with a brand is positively related to his trust in 
that brand.

18.2.3.3 Brand Satisfaction
Brand satisfaction can be defined as the outcome of the subjective evaluation that 
the chosen alternative brand meets or exceeds expectations (Bloemer & Kasper, 
1995). This is in line with the disconfirmation paradigm of consumer satisfac-
tion, where the comparison between customer expectations and actual perfor-
mance features strongly in the definition of satisfaction. Research in equity and 
social exchange theory suggests that the equity of outcomes affects behavior in 
subsequent periods (Adams, 1965; Kelly & Thibaut, 1978) and this ultimately 
leads to reputational brand building. Research work of Ganesan (1994) men-
tioned that in a continuing relationship, satisfaction with past outcomes indicates 
equity in the exchange. This eventually develops trust in brand which has long-
term effect on future investment plans and referral processes to kins. Therefore 
we propose:

H1h:  An investor’s satisfaction positively influences his perceived brand 
reputation.

H1i:  An investor’s satisfaction with a brand is positively related to investor’s 
trust in that brand.

18.2.3.4 Family Branding
Family branding is a standard business practice for products with good attributes. 
The reputation of a brand depends upon the brand’s history, its quality, and its 
associations. With respect to the general mechanism, Aaker and Keller (1990) find 
experimental evidence that the perceived quality of one product affects the expected 
quality of another one. Family branding, that is a company placing the same brand 
name on all products in a product line, enjoys the distinct advantage of instant rec-
ognition, benefiting from the “halo effect” of the brand’s established reputation. 
A  new entry using the family brand name gains instant credibility and visibility 
from the brand’s established reputation and brand trust. Also an old marketing ide-
ology says that customers buy products but choose brands. The same ideology of 
family branding is applicable in investment industry also. As investment is more of a 
psychological game (Kahneman & Twersky, 1979) and it is more influenced by past 
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experiences and word-of-mouth information by peer groups so it leaves a greater 
impact on investment decisions:

H1j:  An investor’s perception about a family brand is positively related to the 
reputation of the brand.

H1k:  An investor’s perception about a family brand is positively related to his 
trust in the brand.

18.2.4 Behavioral BiaSeS

The micro theory of behavioral finance focuses on the behavior of individual 
investor. According to micro theory, investors’ decisions are subject to either 
emotional or behavioral biases or cognitive errors. Biases come from the feel-
ings, intuition, or impulsive thinking, whereas cognitive errors occur due to 
misunderstanding of data, faulty reasoning, or memory errors. Both types of 
biases can lead to poor investment decisions (Muhammad, 2009). When looking 
at different empirical studies done in relation to the behavioral biases, most of 
the top researchers in the field have focused on behavioral biases such as dispo-
sition effect, anchoring, herd behavior, and conservatism. Herding in financial 
markets can be described as reciprocated replication resulting in to conver-
gence of action (Hirshleifer & Teoh, 2003). This is the most frequent blunder 
which investors make by chasing the investment decisions taken by the major-
ity (Kallinterakis, Munir, & Radovic-Markovic, 2010). It initiates a “snowball-
effect” that is very complicated to discontinue (Welch, 2000). Tversky and 
Kahneman (1974) quoted about anchoring that in numerous conditions, people 
make estimations on the basis of their past experiences that is attuned to capitu-
late their future expectations in the form of returns. These different initial val-
ues results in different estimates. According to the research by Singh (2012), 
uneducated or less aware investors are most likely to have anchoring tendencies. 
Disposition effect, which is an extension of Kahneman and Tversky’s (1979) 
prospect theory, was primarily defined by Shefrin and Statman (1985). They 
revealed that, on average, investors’ trades show evidences of disposition effect 
in which they under react to market information and hold their losing funds for 
a long time. Numerous researchers have used the prospect theory to explain the 
phenomenon of disposition effect (Barberis & Huang, 2001; Henderson, 2012). 
Conservatism is the failure to adequately incorporate new information into 
one’s views. Though incremental information may warrant a change to one’s 
initial view, an investor may conserve his prior view, finding it very difficult to 
shift their stance. Conservatism badly affects both individual and professional 
investors alike. Research findings of the work of Bakar and Yi (2016) suggest 
that the majority of the investors have a tendency to invest in familiar shares of 
well-known companies. It is supported by the assurance that the returns will be 
superior if they invest in familiar shares. These results are also supported by 
the study of Kengatharan and Kengatharan (2014). Considering the crucial role 
played by behavioral biases with linkage to investment decision-making, it is 
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imperative to discover how they influence brand reputation and brand trust and 
ultimately investment decisions:

H1l:  Behavioral biases have a negative relationship with the investment decision.
H1m: Behavioral biases have a significant relationship with brand reputation.
H1n: Behavioral biases have a significant relationship with brand trust.

Considering the backdrop theories according to customer-based brand equity theory 
and theory of reasoned action, experience a consumer has had before and after pur-
chasing a service or product determines his subsequent purchase of the service from 
the same organization. In investment decision context an investor will invest in a 
particular investment avenue only if he has earned yields similar to his expecta-
tions or more. If the past history of investment behavior is integrated to predict and 
measure brand reputation and brand trust, their prediction and measurement will 
be more stable over time and accurate. Brand position is defined as an activity of 
creating a brand in such a manner that it occupies a distinctive place and value in the 
target customer’s mind. It also refers to target consumer’s reason to buy a particu-
lar brand in preference to others (Kapferer, 1997). In investment decision context a 
financial product has to be placed in the minds of investors in such a manner that for 
that particular category of investment investors should consider only that particular 
brand as that brand has been positioned as offering all the characteristics desired by 
the investor. Nobel Laureate Kahneman and Tversky (1979) initially explained pros-
pect theory and revealed that utility or satisfaction is not simply a function of risk 
and return, but it also focuses on purchase price as a reference point. For example, 
investors feel regret when they are losing money on an investment and feel joy when 
they are making money relative to their initial investment. According to prospect 
theory, losses for the typical investor hurt roughly twice as much as gains feel good.

Drawing from the discussion on market investment decision, reputation, and trust 
in this section, we define trust in a brand as a consumer’s willingness to rely on the 
brand as an outcome of its reputation. We also propose that reputation as well as 
trust in a brand leads to the final investment decision; reputation and trust have been 
considered as perceptual phenomenon, for the purpose of this research.

18.3 RESEARCH METHODOLOGY

Due to the fact that the research had to be carried out on a large number of dispersed 
investors in various locations, the questionnaire survey was considered the most suit-
able method for this research (Taylor, Sinha, & Ghoshal, 2006). The questionnaire 
included 56 statements out of which 48 were meant to acquire information about the 
investor behavior, whereas the rest were drafted to get demographic information. 
These 48 statements were constructed on the Likert scale, which is a symmetric uni-
dimensional scale where all the items measure the same thing but at various levels of 
approval or disapproval. A five-point Likert scale has been used in the questionnaire 
(Taylor et al., 2006). The sample profile was framed on the basis of two decision cri-
teria: age of the respondent (above 30 years) and number of years of investment expe-
rience in the stock market (at least 5 years). The total number of responses collected 
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by the questionnaire survey was 1118. In order to keep the sample profile complete, 
42 partially filled responses, where answers to more than 5 statements were omitted, 
were filtered and eliminated from the experienced investor sub-sample to attain the 
final sample profile of 1076. This yielded a response rate of 96.24%. The general 
profile of respondents was comparable with reference to gender, age, education, and 
income as there was an almost equal proportion of male (50.6%) and female (49.4%) 
respondents. Mean age of respondents was 43.47 years and median monthly income 
was between 50,000 and 1,00,000 INR. The study included control variables like 
two demographic factors (age and gender) and one sociological factor (education 
level).

18.4 ANALYSIS

During data screening in a pilot study some tricky and strenuous questions were 
reframed according to respondents temper and understanding. Being Likert-scale 
data, the possibility of the presence of outliers was rejected. While checking the 
normality of the data, on the basis of using the value of 7, given by West, Finch, and 
Curran (1995) as the benchmark for the assessment of the kurtosis values, along 
with Mardia’s (1970, 1974) normalized estimate of multivariate kurtosis, it was 
identified that sample was non-normal. According to Hair, Anderson, Tatham, and 
Black (1998), Likert-scale data usually are non-normal. Multivariate data analysis 
was performed after the measurement model. Linearity in this research study was 
performed by curve estimation regression for all direct effects in the model. The 
results demonstrate that the relationships amid the variables are adequately linear 
except between brand competence and trust, family branding and trust, and trust and 
behavioral biases; though, no curve estimation was significant either. Consequently, 
we left the relationship in our model conditional to trimming during subsequent 
analyses. Multicollinearity in this research work has been checked by variable infla-
tion factor (VIF) for all exogenous variables simultaneously by running a multivari-
ate regression. Values of VIF in all the cases were less than 2, which is within the 
acceptance range. This shows that all the exogenous variables in the study are able to 
explain an exclusive discrepancy in the concerned endogenous variable. Reliability 
statistics of all the factors are shown in Table 18.1.

The hypothesized relationships in the model were examined concurrently via 
structural equation modeling. We have removed unreliable, not very sure, negative 
comments, more effective and enjoyable experience items owing to their poor factor 
loadings. Modification indices were referred to identify if there was any possibil-
ity to improve the model. Accordingly, we covaried the error terms amid compara-
tively better performance and customer orientation, past encounters and invest in 
brands, and prediction and regret. Results of confirmatory factor analysis specify 
that the goodness of fit for our measurement model is sufficient. This suggests that 
the hypothesized model fits the data.

To check the convergent validity AVE was calculated. AVE for all the factors was 
higher than 0.50. To analyze discriminant validity square root of the AVE were com-
pared with all inter-factor correlations, as shown on the diagonal in Table 18.2. All 
factors exhibited sufficient discriminant validity since the diagonal values are higher 
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TABLE 18.2
Validity Measures

CR BrCompa BrExpb BrSatc FBrandd BrTruste BrReputf BBiasg InvDech

BrCompa 0.856 0.836

BrExpb 0.901 0.597 0.857

BrSatc 0.717 0.573 0.807 0.853

FBrandd 0.795 0.680 0.762 0.701 0.804

BrTruste 0.857 0.241 0.391 0.805 0.616 0.842

BrReputf 0.903 0.737 0.684 0.382  0.725 0.791 0.845

BBiasg 0.786 −0.536 −0.516 −0.586 −0.575 −0.437 −0.625 0.782

InvDech 0.861 0.564 0.675 0.687 0.611 0.713 0.652 −0.777 0.861

Note: * Based on (Fornell & Larcker, 1981): AVE in the diagonal and inter construct correlation off-diagonal.
 BrCompa = Brand Competence, BrExpb = Brand Experience, BrSatc = Brand Satisfaction, FBrandd = 

Family Branding, BrTruste = Brand Trust, BrReputf = Brand Reputation, BBiasg = Behavioral Bias, 
InvDech = Investment Decision.

TABLE 18.1
Reliability Statistics
Factor Reliability Statistics

Brand Reputation 0.82

Brand Trust 0.88

Brand Competence 0.73

Brand Experience 0.79

Brand Satisfaction 0.81

Family Branding 0.71

Behavioral Biases 0.85

Investment Decision 0.71

than the correlations. Along with these, composite reliability for each factor was 
also calculated. In all cases the composite reliability was greater than the minimum 
threshold of 0.70, indicative of reliability in factors.

The data for independent as well as dependent variables were collected using a 
single instrument, so a common method bias test was carried out to check whether a 
method bias had influenced the results of the measurement model. The unmeasured 
latent factor method suggested by Jarvis, Mackenzie, and Podsakoff (2003) was used 
in this study. A comparison of standardized regression weights before and after add-
ing the common latent factor verified that none of the regression weights were con-
siderably influenced by the common latent factor as the reported changes were less 
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than 0.200 and the CR and AVE for each construct still met the minimum desired 
standards. However, to be on the conventional side, the common latent factor was 
retained for structural model by imputing composites in AMOS while the CLF was 
present, and thus we have CMB-adjusted values. Table 18.2 illustrates that the high-
est correlation (r = 0.807) was amongst brand experience and brand satisfaction. This 
correlation verifies the age-old notion of better experience and high level of satisfac-
tion. The correlation (r = −0.777) between the factors behavioral biases and invest-
ment decision also is considerable. The noteworthy thing is that they both share a 
significantly negative relationship which depicts that strong influence of behavioral 
biases leads to wrong investment decision-making. Next correlation (r = 0.762) was 
between the factors brand experience and family branding which shows that inves-
tors retain their past experiences with a particular brand and in follow-up decisions 
the impact of those experiences is truly reflected in the form of investment decisions. 
Additionally, the lowest correlation (r = 0.241) was between brand competence and 
brand trust. In reality, strong brand competence creates brand reputation which in 
turn develops investors’ trust in the brand. So these two factors share a significantly 
low correlation. As the correlations are considerably lesser than 0.80 in total values, 
there is unlikely to be any statistical concern of multicollinearity in the concerned 
data (Hair et al., 1998).

18.4.1 hyPotheSiS teSting

The available literature has accentuated that financial investment decision-making is 
majorly affected by demographic and sociological factors. For hypothesis testing we 
set up two pairs of hypotheses: H1 for testing the association amongst exogenous and 
endogenous variables, and H2 for testing the association amongst exogenous, mediator, 
and endogenous variables. Mediation tests were conducted in detail with bootstrap-
ping. This route was essential to facilitate sufficient power to test each set of hypoth-
eses, and with the aim of maintaining theoretical clarity and parsimony of the model.

18.4.2 Structural model

The fitted structural model demonstrates adequate fit. The control factor age shows a 
considerable influence on dependent variable, as theorized and which is in sync with 
the available literature as age grows investors becomes more brand loyal and they 
want to invest in only well-reputed brands. Gender has a marginal significant effect 
on the dependent variable because, as depicted in the available literature, females 
are more risk averse and they are more brand loyal. Both of these results are in cor-
roboration to the findings of the work done by Maheshwari, Lodorfos, and Jacobsen 
(2014). But this philosophy is changing as both males and females are becoming 
more cautious about the brands in which they are investing. Education level came as 
a surprise and did not show any significant impact on the dependent variable because 
data demographics have shown that most of graduates are into investing since more 
than 10 years whereas post graduates or professionals are into this since last 5 years 
only. Considering the control variables, five different models in two different groups 
were framed where each model considered the effect of an individual demographic 
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or sociological factor. The first group comprised different regression models. In the 
regression models, the first model comprised all the exogenous variables, which 
showed an r2 of 54.3%. The remaining three models showed a negligible changed r2 
on the sequential inclusion of exogenous variables with control variables as models 
2, 3, 4, and 5 showed an incremental r2 of 2.6%, 2%, 1.6%, and 1.3% respectively. 
Considering the second group and taking p-values into account, the p-values of 
age and gender were significant, education was insignificant in relation to trust and 
investment decision, and gender in context of reputation was marginally significant.

Parameter estimates presented in Table 18.3 show improvised values as compared 
to CFA statistics. This depicts that the structural model connects all the exogenous 
variables and endogenous variables along with the mediating variables in a more 
parsimonious manner.

Mediation was tested using 5000 bias corrected bootstrapping re-samples in 
AMOS. A two-step process was used for assessing the direct and indirect associ-
ations amongst the study variables. The structural model with all the significant 
and insignificant paths is demonstrated in Figure 18.1, and statistics are provided in 
Table 18.4. The mediating effects of the constructs of brand reputation, brand trust, 
and behavioral biases on brand competence, brand experience, brand satisfaction, 
and family branding were systematically tested. Different levels of mediation have 
been reported by the statistics on the basis of the association amongst variables. The 
outcomes of the hypothesis tests are recapitulated in Table 18.4.

Path analysis was performed to test the hypotheses generated. Figure 18.1 and 
Table 18.4 show the results. The standardized parameter estimates value is 0.760, 
suggesting that variance to the extent of 76% in investment decision can be explained 
by brand trust, brand reputation and behavioral biases collaboratively. Table  18.4 
shows that the 14 relationships have been tested in group one, out of which 8 have 
been accepted. According to existing literature, our data advocates that brand repu-
tation is the outcome of brand competence (Bendapudi & Berry, 1997; Zucker, 1986; 
Andaleep & Anwar, 1996), family branding (Aaker and Keller, 1990), and brand 
experience (Churchill & Surprenant, 1982; Bendapudi & Berry, 1997). Accepted 
hypotheses validate the findings of Adams (1965), Kelly and Thibaut (1978), and 
Ganesan (1994) that brand trust is the outcome of brand reputation. As brand trust 

TABLE 18.3
Structural Equation Modeling Results

Metric Observed Value Recommended Value

Cmin/df 1.591 Between 1 and 3

CFI 0.939 >0.950

GFI 0.901 >0.900

RMSEA 0.018 <0.060

PCLOSE 0.089 >0.050

SRMR 0.043 <0.090
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TABLE 18.4
Hypothesis Summary Table
Relationship Evidence Supported/ 

Not Supported

H1: All the exogenous and endogenous variables have a significant relationship.

H1a: An investor’s perception that a brand 
has a good reputation is positively related to 
the investment decision.

.025a (.406)b (8.832)c No

H1b: An investor’s perception that a brand 
has a good reputation is positively related to 
the investor’s trust in that brand.

.528a (.031)b (41.624)c Yes

H1c: An investor’s perception that a brand is 
trustworthy is positively related to the 
investment decision.

.690a (.001)b (53.188)c Yes

H1d: An investor’s perception that a brand is 
competent is positively related to the 
reputation of that brand.

.679a(***)b (50.953)c Yes

H1e: An investor’s perception that a brand is 
competent is positively related to his trust in 
the Brand.

.031a (.392)b (9.310)c No

H1f: An investor’s experience with a brand is 
positively related to his perception about the 
reputation of that brand.

.789a (***)b (61.299)c Yes

H1g: An investor’s experience with a brand is 
positively related to consumer’s trust in that 
brand.

.387a (.228)b (9.121) c No

H1h: Individual investor’s satisfaction 
positively influences its investor perceived 
reputation.

.317a (.382)b (9.820) c No

H1i: An investor’s satisfaction with a brand is 
positively related to investor’s trust in that 
brand.

.758a (.007)b (61.412)c Yes

H1j: An investor’s perception about a family 
brand is positively related to the reputation 
of that brand.

.607a (.026)b (43.404)c Yes

H1k: An investor’s perception about a family 
brand is positively related to his trust in the 
brand.

.421a (.423)b (10.121)c No

H1l: Behavioral biases have a negative 
relationship with the investment decision.

.842a (.003)b (72.329)c Yes

H1m: Behavioral biases have a significant 
relationship with brand reputation.

.731a (.002)b (66.431)c Yes

H1n: Behavioral biases have a significant 
relationship with brand trust.

.457a (.481)b (12.329)c No

(Continued)
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Relationship Evidence Supported/ 
Not Supported

H2: All the exogenous and endogenous variables in the presence of mediator have a significant relationship.

H2a: Brand Reputation positively mediates 
the relationship between Brand Competence 
and Brand Trust.

Direct w/o Med: 0.489***
Direct w/ Med: 0.634(0.138)
Indirect: 0.552***

Yes: Full mediation

H2b: Brand Reputation positively mediates 
the relationship between Brand Experience 
and Brand Trust.

Direct w/o Med: 0.389***
Direct w/Med: 0.441(0.178)
Indirect: 0.571***

Yes: Full mediation

H2c: Brand Reputation positively mediates 
the relationship between Family Branding 
and Brand Trust.

Direct w/o Med: 0.657(0.004)
Direct w/ Med: 0.524***
Indirect: 0.398 (.0021)

Yes: Partial mediation

H2d: Brand Reputation positively mediates 
the relationship between Brand Satisfaction 
and Brand Trust.

Direct w/o Med: 0.517(0.010)
Direct w/Med: 0.562(0.202)
Indirect: 0.356 (0.281)

No: No mediation

H2e: Brand Reputation positively mediates 
the relationship between Brand Competence 
and Investment Decision.

Direct w/o Med: 0.521***
Direct w/Med: 0.624(0.187)
Indirect: 0.589***

Yes: Full mediation

H2f: Brand Reputation positively mediates 
the relationship between Brand Experience 
and Investment Decision.

Direct w/o Med: 0.598(0.002)
Direct w/Med: 0.512***
Indirect: 0.280(.0011)

Yes: Partial mediation

H2g: Brand Reputation positively mediates 
the relationship between Family Branding 
and Investment Decision.

Direct w/o Med: 0.624***
Direct w/Med: 0.696(0.193)
Indirect: 0.602***

Yes: Full mediation

H2h: Brand Reputation positively mediates 
the relationship between Brand Satisfaction 
and Investment Decision.

Direct w/o Med: 0.608(0.010)
Direct w/Med: 0.673(0.226)
Indirect: 0.310 (0.173)

No: No mediation

H2i: Brand Trust positively mediates the 
relationship between Brand Competence and 
Investment Decision.

Direct w/o Med: 0.523(0.010)
Direct w/Med: 0.577(0.216)
Indirect: 0.341 (0.192)

No: No mediation

H2j: Brand Trust positively mediates the 
relationship between Brand Experience and 
Investment Decision.

Direct w/o Med: 0.698***
Direct w/Med: 0.620***
Indirect: 0.318 (.0009)

Yes: Partial mediation

H2k: Brand Trust positively mediates the 
relationship between Family Branding and 
Investment Decision.

Direct w/o Med: 0.492(0.010)
Direct w/Med: 0.517(0.304)
Indirect: 0.362 (0.283)

No: No mediation

H2l: Brand Trust positively mediates the 
relationship between Brand Satisfaction and 
Investment Decision.

Direct w/o Med: 0.627(0.001)
Direct w/Med: 0.696***
Indirect: 0.689(0.003)

Yes: Full mediation

H2m: Behavioral Biases positively mediates 
the relationship between brand reputation 
and investment decision.

Direct w/o Med: 0.446***
Direct w/ Med: 0.582(0.214)
Indirect: 0.561***

Yes: Full mediation

H2n: Behavioral Biases negatively mediates 
the relationship between brand trust and 
investment decision.

Direct w/o Med: 0.521(0.013)
Direct w/Med: 0.568(0.217)
Indirect: 0.224 (0.160)

No: No mediation

Note: a = Standardized regression weights, b = p-values, c = CR values.

TABLE 18.4
(Continued)
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is the outcome of brand reputation, so predictors of brand reputation primarily col-
laborate for reputation building of the brand not for developing trust in the brand 
as development of trust is the following stage in the process. Factors contributing 
significantly and primarily in developing brand trust are brand experience and brand 
satisfaction. Here, it’s significant to state that brand experience is the only common 
factor which significantly affects both brand reputation and brand trust because a 
good experience with a newbie brand in the stock market also leads to the develop-
ment of trust in that brand even if presently brand has not created any kind of reputa-
tion in the minds of investors as yet.

To test the mediation effect, indirect effects have been measured by performing 
bootstrapping. It demonstrates whether a mediator variable considerably transmits 
the influence of an independent variable to a dependent variable. In this context, the 
second group tested 14 kinds of associations among the exogenous and endogenous 
variables in the presence of mediators. Hypotheses testing the mediating role of 
brand reputation between brand competence, brand experience, brand satisfaction, 
family branding, and brand trust show that all the mediating effects were significant 
except for brand satisfaction. These findings related to brand satisfaction and brand 
trust are in sync with the research of Anton (2015) and Ercis, Unal, Candan, and 
Tildirim (2012). Behavioral biases, namely herding, conservatism, anchoring, dis-
position effect, etc. affect brand reputation in a robust manner, and the final invest-
ment decision is the outcome of these effects. Brand reputation has a significant 
direct relationship with the investment decision but it is comparatively less signifi-
cant, being 65%, whereas under the influence of behavioral biases it is 71% which is 
strongly significant. But once brand trust is developed as a result of brand reputation 
it is not much affected by the impact of behavioral biases, as trust is a very robust 
phenomenon and is not easily prone to any wobble effect due to biases. In order to 
reveal the extent to which identified exogenous variables affect investment decision 
the total effect has been considered. On the basis of total effect statistics, family 
branding has the most significant impact on brand reputation and behavioral biases 
have the stronger impact on brand reputation. Taking into consideration the effect 
of brand reputation and behavioral biases on investment decision, behavioral biases 
have been found to be statistically more impactful and comparatively leave long-
lasting effects and implications on investment decision.

18.5 DISCUSSION AND CONCLUSION

There are various traditional models like efficient market hypothesis and arbitrage 
pricing theory which work in specific circumstances. They may even work over the 
long run. But as said by Keynes (1923), “in the long run, we are all dead” is rightly 
applicable to today’s investors due to their impatience and emphasis on more practical 
time horizons. The long-term models just cited require one to remain fully invested 
and endure losses for extended periods of time to avoid the inevitable pitfalls of 
market timing. Considering the existing literature gaps, the first research question of 
the study was to find whether investment decisions are influenced by an investment 
avenue’s brand reputation, and it was revealed by analysis that yes a brand reputa-
tion (like BNP Paribus, HDFC, etc.) plays an important role in investment decisions. 
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Second was to find out how investors take their decisions as a result of their trust in 
a particular investment avenue due to it being an old or newly established brand, and 
in this context it was revealed that trust in brand affects decisions more than reputa-
tion and are more stable. This was followed by the inclusion of the behavioral biases 
and how the ultimate investment decision is effected by their presence in inves-
tor psychology. It is concluded that branding does play a relevant role in framing 
investors’ perceptions about a particular investment avenue and also on investment 
decisions taken as a result of brand reputation or brand trust. It is also influenced by 
the presence of behavioral biases in an investor’s psychology. This research has also 
revealed that few respondents were aware of the innate behavioral mechanisms that 
influences their decision-making process. Insights which this study proposes are that 
financial investment branding procedures should strive to create long-term customer 
relationships by seeking new ways to engage with investors. Contradicting the tradi-
tional finance theories, which assume rationality of investor, behavioral biases have 
a momentous effect on investors’ decision-making processes and brand reputation is 
greatly influenced by behavioral biases in comparison to brand trust. The practical 
implication of the study is to facilitate market intermediaries to work well for inves-
tors. In this context financial brands can build differentiation through smart investor 
segmentation. Here, investment journey mapping can be very useful, as brands can 
disrupt the category norm by providing a stellar experience at every touch point, 
whether online, on the phone, or in the branch. Innovative service design can win 
loyalty from present as well as potential investors who are frustrated with lackluster 
banking experiences, especially in the case of public banks. The study also framed 
a theoretical model which illustrates the association amid brand reputation, brand 
trust, and investment decision. The theoretical model has been framed using different 
branding factors. Although various researchers have examined investors’ behavioral 
traits, this is the first study that has emphasized the role of branding through brand 
reputation and brand trust, effects of behavioral traits, and their ultimate impact on 
investment decision. The combination of precursors of brand reputation and brand 
trust along with behavioral biases which has been embraced for model framing has 
not been used in any previous model in the similar arrangement. It is essential to 
highlight that these results are over and above any significant influence of age, gen-
der, and education. By controlling for these variables, we present a predominantly 
conservative test of the role of brand reputation and brand trust through behavioral 
biases on investment decisions.

In concurrence to this research contribution, future scope of this study is that this 
model can be used to investigate the effect of earnings, dividends, split announce-
ments on investment decision with linkage to behavioral biases, and ultimate invest-
ment decision. This will facilitate the related research and financial advisors also. 
Another budding aspect of research is the topic of neuro economics. The latest medi-
cal imaging technology has now made it possible to observe the brain activities dur-
ing the decision-making process. This assists us in comprehending the character and 
rationale for certain behavioral biases. Other imaging studies have also authenticated 
that rational parts of our brain are linked with the emotional or limbic sections of 
our brain. This line of enquiry recommends the existence of a big opportunity of 
understanding and improving decision-making. The research in area of behavioral 
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finance in collaboration with behavioral economists, medical practitioners, and mar-
keters has attracted many researchers and scholars considering it an emerging area 
with huge scope of study and findings. It has been found that there is huge scope for 
further research in region and country specific as most of the researchers are concen-
trated in the US, China, Spain, Germany, Israel, and Australia. Thus, this provides 
scope for research in India and other South East Asian countries. It is suggested for 
further studies to consider the effects of other behavioral finance factors which have 
not been embraced in this study and also to take larger sample to validate the find-
ings of this research. Besides this, it is also suggested to take other economic fac-
tors like foreign exchange, inflation rate, exchange rate, etc. that can also affect the 
decision-making of investors besides the behavioral finance factors.

Concluding the research work it has been found that individual investors have 
agreed that brand competence and family branding affect their perception related 
to a brand’s reputation which ultimately develops their trust in that brand, but sat-
isfaction from a brand directly develops trust in the brand, as it was very apparent 
that investors firmly believed that once they had good experience with a brand then 
any kind of momentum volatility in market or in brand’s reputation will not be able 
to shift their brand loyalty and they will be firm on their investment decision. Here 
brand experience has shown a dual relationship as an experience with a brand simul-
taneously builds reputation and develops trust in the brand. Data also revealed that 
decision-making with the perception of only brand reputation is highly influenced 
by behavioral biases but for the investment instruments when brand reputation has 
been extended in the form of brand trust behavioral biases do not have any mediating 
effect which represents that for a trusted brand investors are not affected by behav-
ioral biases as they have prolonged associated loyalty with the brand and accordingly 
they take decisions. Analyzing the motivations of investor to engage in relationships 
with brands, several empirical studies found that investors consider brand reputa-
tion and trust as the best risk-reducing strategy for certain financial instruments 
(Sheth & Parvatiyar, 1995). Under this framework we theorized the role of brand 
reputation and brand trust in the final investment decision. The contribution of this 
study is twofold. Firstly, we demonstrate that there is a strong and negative relation-
ship between behavioral biases and investment decision. Confirming Chaudhuri and 
Holbrook’s (2001) findings, the results of the study suggest that brand reputation and 
brand trust are separate constructs, although brand trust is the outcome of brand rep-
utation and they collectively influence investment decisions. Secondly, we focused 
on identifying the most important antecedent of brand reputation in influencing indi-
vidual’s investment decision and that is family branding. Also in case of brand trust 
and brand reputation, brand trust is the most influential affecting factor. These are 
interesting findings for theory and practice as well. Hence, financial marketers can 
increase the quality spread of family brands. These research insights are very crucial 
as primarily they fill the existing literature gap and secondly they open up numer-
ous research opportunities in the domains of marketing, investment, and behavioral 
finance due to inclusion of a multidisciplinary approach heading towards a common 
goal of identifying and studying investor’s investment decisions as a result of the 
identified non-quantitative factors. Also individual innovation is huge in the automo-
tive and fashion categories with due consideration of behavioral biases, but financial 
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brands have been slow to consider major changes. Findings of this study can help 
the financial brands to understand investor behavior and perception and place their 
brand in investor’s mind accordingly.
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Proposed Model 
of Evaluating 
Entrepreneurial 
University Ecosystems 
from a Talent 
Development 
Perspective

Belma Rizvanović, Aneesh Zutshi, 
Tahereh Nodehi and Antonio Grilo

19.1 INTRODUCTION

Rapid changing social and business environments are visible in every aspect of the 
market. On the industry level, technology is creating diverse and novel jobs, and 
future generations will have to be equipped with different skills and talents in order 
to efficiently adapt to the new age. Various skills adapting to constant changes and 
diverse talents can be considered as one of the key pillars for the future of work from 
an industrial perspective as well as from an entrepreneurial perspective. As entre-
preneurship can be identified as proactive movement in the modern economic theory 
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and practice of today’s industry, by including entrepreneurship courses and practices 
as part of the curriculum, business educators have the opportunity to better prepare 
students for a changing environment (Smith, 2003).

In order to seek out the best possible ways to solve a problem, collaborate within 
different groups, and be in a position where entrepreneurship with startups is seen as 
a solution, talent must be recognized and developed with a specific set of required 
skills, motivation, and awareness. Considering universities are a direct connection 
between new generations entering the work market and industry, followed by the pos-
sibility of founding a startup, the need for an active entrepreneurial ecosystem is vital.

Having all these facts in mind, development of talent should be strategically 
amplified and integrated into the curriculum of educational institutions, in order to 
shape and empower innovative, empathic, ethical, creative problem-solvers. The stu-
dents within the active university entrepreneurial ecosystems should be able to con-
front complex global problems with the skills and entrepreneurial mindset required 
to adapt to the current and future digital age.

The proposed Evaluation model of Entrepreneurial University Ecosystem from 
Talent perspective (the Evaluation Model) has the goals of identifying the points 
of development in university entrepreneurial ecosystems and to serve as tool for 
making concrete actions towards talent awareness and advancement. The Evaluation 
Model has four components: motivation towards entrepreneurship, awareness of 
entrepreneurial activities, skill set, and usage of external learning resources.

19.1.1 talent develoPment neceSSity Within 
univerSity entrePreneurial ecoSyStem

The development of sophisticated technology trends has greatly influenced today’s 
market. From a business perspective, new companies—startups—are created rapidly 
with practically no boundaries, solving different challenges on the market. From the 
labor perspective, workers are expected the have a diverse set of skills, knowledge, and 
abilities to adapt to uncertainty and different scenarios in the company and the market. 
Looking from the perspective of workers/graduates who are just entering the market, 
being agile, adapting to new circumstances, and having an entrepreneurial mindset are 
expected characteristics. This fact puts universities in a position to constantly focus on 
identifying current industry trends and creating activities on how to best prepare the 
future workforce, resulting in having a more entrepreneurial ecosystem.

An entrepreneurial university can be defined as a university that reveals new 
ways of addressing the pressures and challenges which derive from an uncertain 
and unpredictable environment and global movements (Hannon, 2013). In order to 
have an empowering environment to overcome these challenges, universities create 
an active entrepreneurial ecosystem and networks, connecting different stakehold-
ers from industries, and going beyond of just being an educational institution. An 
entrepreneurial university is a natural incubator that is coordinating strategies across 
critical activities (e.g. teaching, research and entrepreneurship) and finding produc-
tive ways to provide a learning atmosphere in which the academic and broader com-
munity can explore, test, and exploit ideas (Kirby, Guerrero, & Urbano, 2011). While 
defining entrepreneurship ecosystem, (Isenberg, 2010) points out a set of individual 

Prop
ert

y o
f C

RC Pres
s



267Model of Evaluating Entrepreneurial Ecosystems

elements entrepreneurial ecosystem consists of—such as leadership, culture, capital 
markets, and open-minded customers—that combine in complex, unorthodox ways. 
In this way, the university (including all the academic community) is an active col-
laborator and co-creator of business activities in the new market reality. Within this 
setting, the challenge of university courses often not providing students the context 
and the link between their actions and real-life outcomes (Rombach et al., 2008) is 
minimized.

It is the connecting knowledge, infrastructure, and real, hands-on entrepreneurial 
experience that ensures university environments have the necessary results. With the 
opportunity of real entrepreneurial experience, the university environment becomes 
even more important because it is the factor which gives the needed edge for the 
future possibilities of developing a specific set of desired skills for the market. Not 
all students will found a startup, but designing an environment where students (and 
stakeholders) will have novel, structured ways of gaining skills and real hands-on 
experience will definitely be an advantage to each student for any future activities. 
This research was focused on the university environment from the perspective of 
students. Following this notion, a literature review was conducted to establish which 
elements, forms, and connections are formed in an active entrepreneurial university 
and identified elements were later used as a framework for the Evaluation Model.

To make an active entrepreneurial ecosystem, the OECD developed A Guiding 
Framework for Entrepreneurial Universities, meant to serve as a guide for universi-
ties to strategically incorporate entrepreneurship in the curriculums and make con-
nected ecosystems (OECD, 2012). The Guidelines note that in order to develop an 
entrepreneurial culture, the entrepreneurial activities should be part of the overall 
strategy. The form of entrepreneurial universities is followed by development of for-
mal and informal external factors and internal factors relating to learning capabili-
ties and resources (Kirby et al., 2011). As the authors propose, the formal factors 
include the entrepreneurial organizational and governance structure (courses, incu-
bators, science parks, technology transfer, and startup support) and the formation of 
strategic alliances with external stakeholders (links with industry) while establishing 
flexible organizational structure (Kirby et al., 2011).

Connecting more to possibility of impact, Guerrero, Cunningham, and Urbano 
(2015) propose a framework in which entrepreneurial universities contribute to 
economic impact through teaching, research, and entrepreneurial activities, iden-
tified as human, knowledge, and entrepreneurship capital. Skills, capacities, and 
knowledge generation should be the result of the entrepreneurial university strategy 
with directed efforts on creating a sustainable, adaptable ecosystem. From a more 
systematic point of view, Gustomo and Ghina (2017) propose a framework which 
covers three important key stakeholders within a university: student, lecturer, and 
institution. This framework gives deeper analysis and detailed structure of roles and 
responsibilities of the key stakeholders. In the proposed framework, the stakehold-
ers have their own roles and responsibility connected to the three core activities 
within university: teaching activities, research activities, and third-stream activities 
(Gustomo & Ghina, 2017). Furthermore, this framework proposes the concept which 
assures learning in all three core activities and guarantees the quality of core activi-
ties while providing the concrete outputs and measurement for each activity of the 
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mission goals (Gustomo & Ghina, 2017). In this way, the framework enables univer-
sities to measure the impact through the output of the activities and can serve as one 
of the instruments for understanding and measuring the impact of entrepreneurial 
strategy of the institution.

The Babson Entrepreneurship Ecosystem consists of 12 elements (leadership, 
government, financial capital, success stories, societal norms, non-government insti-
tutions, support professions, infrastructure, educational institution, labor, networks, 
early customers) and 6 conductive elements (policy, markets, capital, human skills, 
culture, and supports). The author notes that “although they are idiosyncratic because 
they interact in very complex ways”, each element is “always present if entrepreneur-
ship is self-sustaining” (Isenberg, 2011, p. 6). Leading to the point where the com-
binations form unique link in order for there to be self-sustaining entrepreneurship, 
you need “conducive policy, markets, capital, human skills, culture, and supports”, 
as it “impinges on the entrepreneur’s perceptions, and this how it impacts the entre-
preneur’s decisions and success” (Isenberg, 2011 p. 7).

Observing the system from the entrepreneur perspective gives an important input 
for the development of this Evaluation Model, with the difference that the Evaluation 
Model will reflect the students’ perceptions of the entrepreneurial ecosystem. The 
stakeholders and activities presented in all the mentioned frameworks were adapted 
for this Evaluation Model and some parts were used as questions in the survey for the 
awareness of entrepreneurial opportunities component.

We have identified the need to have a student aspect of entrepreneurship possibil-
ity because the fact is most universities have strategic goals and programs towards 
building a startup ecosystem. But to which point this is recognized by the students 
themselves is a very relevant factor because usually entrepreneurial possibilities on 
campus exist, but the question remains how they are perceived and used by the stu-
dents themselves. The second reason is to identify the aspirations, motivations, and 
skills development towards the entrepreneurial mindset. The entrepreneurial mindset 
is not just needed for startup industry; it is a demanded concept of today’s and future 
work posts, which include higher levels of knowledge and prospects for developing 
and applying soft and hard skills (Trilling & Fadel, 2009). Finally, with all the infor-
mation and exchange knowledge possible on the internet today, our goal was to inves-
tigate the awareness of new technologies from the students’ perspective and usage of 
online learning resources, besides the curriculum provided by the universities.

19.2 DESIGN OF THE EVALUATION MODEL

The proposed model of the Evaluation Entrepreneurial University Ecosystem from 
Talent perspective has four components: motivation towards entrepreneurship, aware-
ness of entrepreneurial activities, skill set, and usage of external learning resource.

The entrepreneurial university represents an institution for talent acquisition in 
line with future trends (Guerrero et al., 2015), with the possibility for the broader 
university community to have entrepreneurial activities with the corresponding 
roles (Gustomo & Ghina, 2017) and have strategically designed activities to have 
more hands-on experience on entrepreneurship subjects (Isenberg, 2011). This sug-
gests that the infrastructure of the university should have facilities, stakeholders, 
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collaboration, and activities created to develop/enhance the entrepreneurial mindset 
and awareness of possibilities for founding a startup.

Motivation towards entrepreneurship was introduced in the Evaluation Model 
from the aspect of students’ motivations for business startup, identified and adapted 
from (Shinnar, Pruett, & Toney, 2009) through self-assessment of entrepreneurial 
disposition and behavioral intentions towards startup founding. In this Evaluation 
Model, the options of working in the startup and connecting with other people to 
build a startup together were added to further investigate the students’ aspirations. 
In addition, component of involvement level in university entrepreneurship activity 
was added to investigate level of students’ interest and to point out the awareness of 
existing options on the campus.

To startup ecosystems, having entrepreneurial skills is one of the bases upon 
which other elements are built. In this context, we identify entrepreneurial skills 
and competencies as fundamental to have on current and future workplaces, and as 
such, skills are highly connected to startup development opportunities within higher 
educational institutions. Entrepreneurship skills can be defined as competence in 
opportunity identification, the ability to take advantage of recognized opportunities 
(BIS Entrepreneurship Skills, 2015), and being able to identify a current customer 
problem and capitalize on it.

Within this model, entrepreneurship skills consist of hard (technical), finan-
cial, and soft skills and competencies. The skills and competence framework 
was developed from the view of the necessities of today’s workplace, the need for 
practical knowledge in startups and companies (soft, hard and financial skills), 
and the importance of 21st-century soft skills in this digital era of development. 
The purpose of presenting the skills set in this manner is to provide an overview 
of mostly needed skills in each category. The second reason is the sole nature 
of entrepreneurship skills as being an interconnected group linking quite diverse 
skill sets, from soft, 21st-century skills to competencies and practical technical 
and financial skills.

The Figure 19.1 shows the three skill sets and the new technologies integrated in 
the Evaluation Model, with the notion that new technologies are part of the usage 
of external learning resources component. Technology changes and creates differ-
ent scenarios, with internet, mobile technologies, artificial intelligence, and other 
technological achievements constantly causing modifications in organizations and 
society. From this perspective, it is crucial to look at new technology development 
and connect new technologies with startup ecosystems. The fact is inevitable that 
future startups, founded either on university grounds or any other type of accelera-
tor, will include some points of new technology in their business value proposition. 

Community platforms, online courses, online peer-to-peer learning is setting its 
role as a new, continues way of learning. Different combinations of online learning 
and tools (from platforms to forums) used by students, researchers, and founders 
are today a consistent way of receiving knowledge. Different practices of e-learning 
have undergone a number of initiatives in the past, particularly through the possibili-
ties and openness of the learning environment (Kikkas, Laanpere, & Põldoja, 2011). 
Within this evaluation model, the focus was on open-source learning available on 
different platforms. The intent was to identify the most frequent resources students 
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FIGURE 19.2 Proposed model of Evaluating Entrepreneurial University Ecosystem 
Components.

FIGURE 19.1 Proposed skill set and new technology framework.

use either to discover new or supplement the received knowledge on compulsory 
courses.

With the four components of the model presented in Figure  19.2 (along with 
sub-components), the Entrepreneurial Ecosystem Evaluation Model for Talent 
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Development is designed to provide inputs of entrepreneurial ecosystem through 
motivation towards entrepreneurship, skill set, awareness of entrepreneurial oppor-
tunities at the university, and usage of external learning resources from the perspec-
tive of the students.

19.3 DATA COLLECTION AND METHOD

Students of nine universities across Europe in Romania, Check Republic, 
Slovenia, Portugal, and Spain were surveyed, including students from one univer-
sity in Israel. The surveys were distributed in online form to the students in facul-
ties of various fields of study (humanities, social science, natural science, formal 
science, and professions and applied science), resulting in a total of 913 responses 
(in Table  19.1 the response rate per each university is included). The survey 
consisted of Likert-type scale questions, multiple-choice questions, and several 
demographic questions. In regard to skills section, the soft skills and competency 
questions framework were adapted from (Rainsbury et al., 2002) with added com-
petencies connected to entrepreneurial areas. Financial, hard skills and compe-
tences added to the list were connected to the startup ecosystem necessities and 
skills demanded for future work. The data for technical skills were constructed out 
of the research on the most resourceful platforms for today’s work recruiting and 
learning platforms, such as LinkedIn,1 Udemy platform,2 learntocodewith.me,3 
GitHub,4 and Hired.com. The data for new technologies introduced in the survey 
were adapted from WEF Future of Jobs report (World Economic Forum, 2018). 
Also, some other parts of the survey were adapted from the earlier mentioned uni-
versity entrepreneurial frameworks, followed by modifications for this Evaluation 
Model. The data were analyzed in order to get summed averages weighted on the 
scale from 1 to 5. The questions were created to clearly distinguish every answer 
(from 5 being the best option and 1 being the least favorable option), so the data 
could be analyzed by taking the weighted average sum of each question. Some 
questions were also given an option of “I cannot comment since I am not aware” 
for two reasons. The first reason was to reduce uninformed response, since it sig-
nals participants that they need not feel compelled to answer every questionnaire 
item, especially the ones that they are not familiar with. Secondly, if the men-
tioned activates exist and students are not aware of it, this signals an unawareness 
of the activities, which can serve as information for the university as well. For 
the preliminary analysis of the results, the mean score was used for formulat-
ing the results (considering the statistical limitation the mean score provides but 
for the purpose of the preliminary results the authors have identified this analyti-
cal tool as suitable). In order to present the variances of results on the 10-point 
scale, all components were multiplied by 2 and compared on the scale. Since main 
components of the model were constructed with 2, 3, or 4 sub-components, the 
mean score was used to produce final variance of each component, as presented 
in Table 19.1.
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19.4 RESULTS

This Evaluation Model was created in order to capture students’ perceptions on 
entrepreneurial opportunities in the university ecosystem. For the purpose of the 
preliminary analysis, only the final scoring data are presented.

The first component, motivation towards entrepreneurship, can be identified as 
moderate, scoring from 4.46 to 5.49 (on the 10-point scale) for all universities. But 
what is interesting is the relation between the two sub-components, level of involve-
ment in university entrepreneurship activity and interest towards working or creating 
a startup. Looking at Alexandru Ioan Cuza University scores, a high level of pos-
sible interest towards working or creating a startup can be identified (6.43). Another 
sub-component, involvement in entrepreneurial activities, has a lower score (2.49), 
signalizing the high motivation is not followed by involvement in entrepreneurship 
activities. Students’ perceptions for awareness of entrepreneurial opportunities on 
university is higher, scaling from 5.21 to 7.30 among all the universities. The levels 
of perception for each of the four sub-components is even more important infor-
mation for universities, since perception and awareness of different activities can 
indicate the students’ views on activities regarding the strategic goals or programs 
universities are working on.

An interesting example of diversity in ecosystem can be identified in Technic 
University (Romania) where students have rated moderately high the quality of the 
entrepreneurship activities of startup contests as hackathons, pitch events (6.00) and 
student organizations in entrepreneurship activities (6.96), signalizing the impor-
tance of these activities for the ecosystem. Another example is University Nova 
Lisbon (Portugal), with the highest overall score of the Evaluation Model was for 
this component awareness of opportunities (7.30), in which the lowest score was 
given to the component of services provided by university other than entrepreneur-
ship courses and entrepreneurship/startup event (5.84).

Skills set was designed in order to ask students what level of confidence and 
abilities they possess. In University of Bar-llan (Israel), students perceive themselves 
confident in soft, technical, and financial skills, with the highest score among all 
the universities. From the perspective of the ecosystem, this can be interpreted as 
an environment which has activities developing the identified skill sets, scoring 
higher in the area of soft skills (8.26) and lower in financial skills (6.43). Usage of 
external learning resources component varied from 5.31 to 6.12 scores between the 
universities.

As presented on Figure 19.3, we can identify the ecosystems based on all four 
components on a scale from 4.46 to 7.30. Meaning that all the universities can be 
identified as medium-level entrepreneurial ecosystems on the 10-point scale, from 
the students’ perspective.

Interestingly, there is not much difference in motivation towards entrepreneur-
ship across countries, ranging from 4.46 to 5.49, with the highest value in Bar-Ilan 
University (Israel).

Students’ perception for the component awareness of entrepreneurial opportuni-
ties on university is higher, but still moderate, scaling from 5.21 to 7.30.
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Students in Nova University (Portugal), Bar-Ilan (Israel), and Babes-Bolyai 
University (Romania) reported the highest confidence in soft, financial, and tech-
nical skills among all the universities. What is also interesting is the fact that for 
Nova and Bar-Ilan Universities the skill set values are the highest values of the all 
components, identifying these environments as more developed towards the skills 
section. Focusing on the usage of external knowledge component, three out of four 
Romanian universities have the highest scores among all universities (from 5.84 to 
6.21). With these values, Romanian students have identified their learning habits by 
moderately and actively using web resources to gain new knowledge. When it comes 
to the online learning platforms used for gaining new knowledge, YouTube channels 
and social media groups have been identified as the most frequently used sources 
among the students.

We can conclude that by the student’s perception, all universities in this survey 
were identified as mostly moderate in their efforts of making the universities more 
entrepreneurial. This fact leaves space for further development of the components, 
especially the component of motivation towards entrepreneurship, which was the 
lowest-value component with all universities. Also, some components have higher 
values than others, giving universities information on areas in which the work on 
specific components has proven to be productive (as in Bar-Ilan University for skill 
sets, and Prague Economics and Nova University in awareness of entrepreneurial 
opportunities).

19.5 LIMITATIONS

For the purpose of preliminary analysis, the statistical method used in deliverance 
of data, mean score, poses a limitation. The average values are used to identify the 
main points of all components, but in future analyses detailed data will be explored 
and presented in accordance with more precise statistical analysis. Another limi-
tation was the response rate per university and variation in response rates across 
universities.

19.6 FURTHER WORK

The research reported in this chapter represents preliminary analysis of the data 
gathering and analysis at the time of writing. Remaining related factors of the 
Evaluation Model will focus on the statistical analyses from the aspect of compari-
sons and impact of main components or sub-components in order to get the precise 
analytical information from the Evaluation Model. The aim of this research was to 
understand entrepreneurial ecosystems in different universities and countries from 
the students’ perspective, because a successful university ecosystem is the result of 
collaboration and contribution from all stakeholders within the network university 
formed (Greene, Rice, & Fetters, 2010). Another step to consider would be to com-
pare these components and have higher insights in each component. It is important 
to understand the perception and aspirations from students’ point of view in order 
to point out the complexity, further development, and highlight successful factors of 
established ecosystems and specific areas.
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NOTES

 1 https://blog.linkedin.com/2018/january/11/linkedin-data-reveals-the-most-promising-
jobs-and-in-demand-skills-2018

 2 https://business.udemy.com/blog/10-hot-it-skills-2018/
 3 https://learntocodewith.me/posts/tech-skills-in-demand/
 4 https://blog.github.com/2018-02-08-open-source-project-trends-for-2018/#new-skills

The authors would like to note the research was conducted as a part of MYGATEWAY 
project (780758), supported by EU Horizon 2020 fund. We would also like to show appre-
ciations to all the partners of the project and the Universities for taking an active part in this 
research.
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Soma Arora

AN EXPERIMENT IN BLENDED LEARNING

“We are, as a species, blended learners.”
—Elliot Masie

20.1 INTRODUCTION

Achieving superior learning outcomes through higher student engagement has always 
been a challenge amongst academics. Several methods have been used to enhance teach-
ing effectiveness in the field of International Business and Strategy. Some prominent 
methods involved using global virtual teams, such as the X-Culture project or collabora-
tive consulting (as seen in globalview.org), in addition to the quintessential case studies 
and student-exchange programmes. Most of these methods have remained focused on 
harnessing the benefits of new age information and communication technologies that 
provided educators and learners with an innovative pedagogical environment.

The collaborators in these novel techniques attempted to address the following 
questions: (1) “Does the use of combined learning methods improve people’s learn-
ing performance?”; (2) “What elements define the most effective combination?”; and 
(3) “Will any combination of modalities provide improved results or is there an ‘opti-
mum blend’ in blended learning?”

20
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Therefore, an optimal learning design can be created. The magic is in the mix—
the meticulous blend of learning methods (Masie, 2002). An appropriate platform 
for blended learning can, therefore, enhance the experiential education of students 
learning International Marketing. If balance and harmony are the qualities sought in 
blended environments, it is crucial to first identify the elements that should be mixed 
together in a blended course (Osguthorpe & Graham, 2003). Studies have indicated 
that the creation of a new learning environment that blends the three aforemen-
tioned elements may fulfil the following goals: (1) pedagogical richness, (2) access 
to knowledge, (3) social interaction, (4) personal agency, (5) cost effectiveness, and 
(6) ease of simultaneous revision (Carman, 2002; Osguthorpe & Graham, 2003).

A new blended learning environment can therefore achieve a lot for its learners. 
Taking cue from the students’ engagement process at crowdsourcing events and on-
campus industry interactions, the author became interested in blending this into the 
classroom learning process. She observed a fall in students’ span of attention due to 
the advent of smartphones in the classroom. However, if they were physically engaged 
in a task, it took their attention off the mobile lying in their pockets. The only way to 
engage them physically in a task was a workshop, like they did in engineering col-
leges. This would be truly “learning by doing”. Studies proved that students’ percep-
tion of importance of activity had a positive influence on their engagement (Florian 
& Black‐Hawkins, 2011). Is it possible to engage the students in a task which they 
execute themselves and take pride in, to get optimal results? Can the workshop mode 
in the International Marketing Specialisation course be aimed to achieve higher goals 
of blended learning combining experiential education and classroom based teaching?

This chapter adds to the current literature on experiential education (Beard and Wilson 
2002) by shifting the focus from traditional unilateral classroom-based teaching to 
blended learning (Bonk and Graham 2012; Garrison and Kanuka 2004). The workshop 
mode was used to improve the learning outcome through enhanced student engagement. 
The key areas of skill development within this pedagogy were (1) course content (i.e., 
knowledge regarding International Marketing); (2) prodigious use of online information; 
(3) cross-cultural communication; and (4) team cohesiveness leading to optimal output.

20.2 BACKGROUND

In recent years, research interest in experiential learning education is increasing 
because of the need to integrate business school curricula to “real world” capabili-
ties. Similar developments were noted in emerging markets, such as India, through 
various e-learning portals and platforms (Goyal & Tambe, 2015; Dodani et al. 2009)

A lot of successful e-learning initiatives at the institution as well as policy level 
in India, (Bhattacharya and Sharma 2007), motivated the researcher towards the 
current study. For instance, an experiment with virtual biotechnology laboratories 
was conducted to improve students’ performance (Radhamani et al., 2014). Cutrell 
et al. (2015) examined the blended learning approach (Graham 2006) in massively 
empowered classrooms for undergraduate technical education and obtained positive 
results because of the inclusion of videos as part of online learning that was blended 
with standard classroom teaching. However, research has also noted cautionary per-
spectives regarding blended learning, citing limitations, such as the need for a flex-
ible framework (Redmond & Lock, 2006).
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20.3 THE EXPERIMENT

The research methodology was unique because of the nature of the experiment. The 
workshop mode of instruction has been explained in several steps to elucidate the 
richness of the methodology.

The methodology explicitly focuses on the context because the successful imple-
mentation of generically described teaching methods in units of learning depends 
on the context. The organization of the workshop was divided into two phases—the 
concept stage and active stage. During the concept stage, the stage was set for a suc-
cessful workshop.

The entire class of International Marketing students (the universal set of 75 stu-
dents) was divided into two broad samples The number of participants in the interven-
tion group, were limited to 35, according to the students’ interest and the company’s 
set restriction to deal with a small cohesive team. The second sample comprised 40 
students who were engaged in an academic project that was aimed at delivering the 
same set of learning outcomes; this group was the control group. The control group 
worked in groups for their projects, but were not subject to physical presence of 
the corporate partner during the sessions like those in the workshop did. They were 
trained in the traditional method of classroom-based teaching. Both groups started 
work simultaneously and would receive 30% of their assessment on the basis of their 
project submission and presentation.

20.3.1 active PhaSe

After the concept stage, the teaching activities commenced. Based on pedagogic 
frameworks developed using the experiential learning (Beard, 2008, 2010) and 
blended learning systems, (Bonk & Graham, 2012; Garrison & Vaughan, 2008), 
the author organized the workshop. The workshop was organized in three stages: 
Day 1 comprised of three sessions and marked the first stage; it consisted of the 
theme of building awareness amongst students in addition to the crucial task of 
team formation (Hassanien 2006; 2007). The Marketing Manager made a presen-
tation regarding the company using suitable illustrations. She then explained the 
business challenges to the students through a phased method. The discussion pro-
gressed towards a multicultural involvement (Kelly 2009); the Country Head and 
MD then suggested a list of stakeholders across their target destinations that stu-
dents would have to contact and negotiate with during the course (Melles, 2004). 
The students were excited at this opportunity to interact with overseas corporate 
partners as part of their workshop project. Because the interactions with overseas 
channel partners and marketing agents would be conducted online, the role of 
online information management became crucial (Muilenburg & Berge, 2005). The 
first day of the workshop was concluded with a task orientation, wherein students 
were asked to report their findings for all the related parameters on the second day 
of the workshop.

20.3.2 Second Stage

Day 2 of the workshop was held a week after the first stage. This provided the stu-
dents with sufficient time to conduct their secondary research regarding several 
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FIGURE 20.1 Average scores obtained by students in the experiment and control group.

topics by using the internet. This was crucial for achieving all the learning outcomes 
as provided in the assessment rubrics

20.3.3 third Stage

Day 3 of the workshop marked the assessment and evaluation stage for the partici-
pants. All students in the group were marked equally. For the assessment sheet pro-
vided by the corporate partner to the workshop, the author relied on the judgements 
of the Country Head, MD in consultation with his team of experts.

The projects submitted by students in the control group were evaluated by the 
faculty/instructor for the workshop. These reports were also subjected to the same 
assessment sheet presented in Table  20.1. Therefore, the corporate and peer per-
spectives of evaluation would not be included in this review. This is true for all 
the traditional classroom-based teaching methods wherein the faculty conducts the 
evaluations across all parameters in the assessment sheet.

To document the level of students’ engagement in the workshop, an ethnographic 
study was conducted. An ethnographer accompanied the instructor to each of the 
sessions in both groups (control and experiment) to record the student engagement 
levels. The total number of sessions conducted for the course was 20, amongst which 
10 sessions were converted into the workshop mode of training. Therefore, the eth-
nographer attended 10 sessions of the intervention group to observe and capture the 
attributes of student engagement, as described in Figure 20.1. Data were collected 
using the explicit field notes (classroom) of the ethnographer, along with pictures 
taken by her during the end of class. Similarly, she attended 10 sessions of the tra-
ditional classroom lectures conducted by the faculty member/instructor in the con-
trol group during the same period as the workshop. The control group classes were 
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conducted in a different room as a separate section. These students were engaged in 
a live project assigned by the faculty, and prepared a presentation at the end of 10 
sessions. The assessment of the report and presentation was their learning outcome 
for the International Marketing course that accounted for 30% of internal assessment 
in the subject. This was necessary for maintaining balance in the quantum of assess-
ment and review in both groups.

To objectively report the level of student engagement (SE), the ethnographer 
ranked student learning as 1 for “Beginner”, 2 for “Emerging”, 3 for “Developed”, 
and 4 for “Well—developed” across all the three parameters—active participa-
tion (AP), learning environment (LE) and formative tools and processes (FT). 
Likewise, she would rank them from 1 to 4 for instructional design across the three 
 parameters—AP, LE, and FT.

The concept of student engagement has gained widespread acceptance in the West 
as it was found to be positively related to academic outcomes as well as personal 
development of the students (Carini, Kuh, & Klein, 2006; Lim, Morris and Kupritz, 
2007). Studies done in the past linked the student engagement with “measurable 
outcomes” both inside and outside the classroom and with “high-quality learning 
outcomes” (Krause & Coates, 2008; Kuh, 2007). An educational institution has to 
create the opportunities for academic and developmental experience of students. 
Likewise, students have to show commitment to these opportunities (Manwaring, 
Larsen, Graham et al., 2017)

The researcher was however keen to discover student engagement within class-
rooms rather than at the institution level. So she integrated this student engagement 
scale developed in the Indian context (Singh & Srivastava, 2014) to the rubrics devel-
oped by International Center for Leadership in Education (see Figure  20.1) more 
suitable for classroom-based participation. The three parameters characterizing stu-
dent engagement were: (1) active participation, (2) learning environment, and (3) for-
mative tools and processes. Active participation in the task can be treated as display 
of sense of belonging towards the institution and its curricula.

20.4 DISCUSSION

The study explores how the workshop intervention in classroom teaching would 
improve students’ learning outcome because of significantly higher student engage-
ment. Learning outcome was measured based on the marks obtained by the stu-
dents; this was the best method of evaluating their performance in the workshop and 
the International Marketing course. This became the independent variable recorded 
on the basis of mean scores achieved by the students. Student engagement was the 
dependent variable measured across four levels. The ethnographer provided the 
scores for student engagement in four distinct categories, wherein 1 is the lowest 
form of engagement (i.e. “Beginner”) and 4 is the highest form of engagement (i.e. 
“Well-developed”) (based on Table 20.2).

To eliminate any form of bias arising from familiarity between the object and 
subject, the authority for assessment and review (i.e. the faculty) was separated from 
the judgement of student engagement (i.e. the ethnographer). The performance scores 
were obtained using a two-step process. In the first step, evaluators were asked to 
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TABLE 20.2
Rubrics for Student Engagement
Active 
Participation

Beginning Emerging Developed Well developed

Student learning Limited student 
engagement with 
the exception of 
raising hands.
Lesson is 
teacher-led, with 
challenges to 
productivity.

Most students 
remain focused and 
on tasks during the 
session.
Lesson is teacher-
led and students 
indicate productive 
progress.

All students 
responding to 
frequent opportunities 
for active engagement 
throughout the 
session.
Lesson is led both 
by teacher and 
student.

All students remain 
on task and 
proactively engaged 
throughout the lesson.
Students take 
ownership of 
learning and actively 
seek to enhance 
performance.

Instructional 
design

Lesson relies solely 
on direct 
instruction with 
few opportunities 
for student 
engagement.

Lesson focused 
more on direct 
instruction instead 
of student 
engagement through 
application.

Lesson provides 
multiple strategies 
designed to 
maximise 
participation.

Lesson achieves a 
focus on student-
centric engagement, 
wherein students can 
adjust and monitor 
their own 
participation.

Learning 
environment

Beginning Emerging Developed Well developed

Student learning Student rely on 
peers or teachers 
for answers to 
questions.
Students 
demonstrate lack 
of respect for peers 
or teachers.

Students 
demonstrate some 
evidence of 
risk-taking and 
perseverance in 
learning rigorous 
content.

Students are 
encouraged to take 
risks and persevere 
through productive 
struggles.

Students 
demonstrate respect 
for peers, teachers, 
and learning 
environment.

Instructional 
design

Classroom learning 
procedures and 
routines are 
inconsistently 
communicated and/
or implemented.

Classroom learning 
procedures are 
visible but 
inconsistently 
implemented.

Clear classroom 
routines and 
implementation.

Classroom learning 
procedures are 
clearly established 
and remain flexible 
to adaptation as per 
the task.

Formative Tools 
and processes

Beginning Emerging Developed Well developed

Student learning Lesson indicates 
few opportunities 
for formative 
assessment to 
evaluate mastery of 
content.
Assessment results 
indicate student 
growth as minimal.

Students are 
partnered or grouped 
and receive some 
opportunities for 
differentiated 
learning. Assessment 
results indicate that 
student growth is 
progressing.

Students indicate 
mastery of content. 
Assessment results 
indicate students 
meeting 
expectations.

Assessment results 
indicate students 
exceeding expected 
outcomes.

(Continued)
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rate the students on a scale of 1–7 (wherein 1 is the lowest score and 7 is the highest 
score) for their skill development under each learning outcome (Table 20.2). In the 
second step, the individual scores for SK1, SK2, SK3, and SK4 (see in assessment 
rubrics in Table  20.2) were added to derive the mean score for skills developed, 
which was a scale variable that was considered in the one-way ANOVA statistics in 
this study. Therefore, the study disregarded the role of absolute numbers or discrete 
marks provided to students for each learning outcome. The emphasis was instead 
placed on skill development for each learning outcome on a continuous basis. The 
learning outcome scores obtained by each student in both the groups were treated to 
the student engagement condition provided by the ethnographer. The F-statistic was 
very high at 6.9, thus indicating a significant difference between the means and role 
of the treatment variable leading to the difference. Therefore, the null hypothesis 
was rejected and an alternate hypothesis was accepted, thus indicating improvement 
in learning outcomes caused by higher levels of student engagement.

To report the difference between the mean scores of the two groups—control and 
experiment—across each learning outcome, a bar chart was plotted as presented in 
Figure 20.1. Across all the six learning outcomes, it was noted that the mean scores 
of the experiment group were significantly higher than that of the control group 
for all learning outcomes. The x-axis represented the learning outcomes for the 
International Marketing course and the y-axis represented the average mean score 
obtained by students in both groups.

20.5 STUDY LIMITATIONS

Although any of the factors associated with experiential learning may have con-
tributed to the potential increase in mean scores, I believe that intervention through 
the workshop mode led to superior results in the experiment group students. The 

Formative Tools 
and processes

Beginning Emerging Developed Well developed

Instructional 
design

Results from 
formative 
processes and tools 
are used to monitor 
progress.

Results from 
formative processes 
and tools are used to 
plan and implement 
aspects of 
differentiated 
instruction and 
monitor progress.

Results from 
formative processes 
and tools are used to 
strategically adjust 
instructional design, 
plan differentiated 
instruction, and 
monitor progress.

Results from 
formative processes 
and tools along with 
effective feedback 
are used to 
immediately adjust 
instructional pacing, 
plan differentiated 
instruction, and 
monitor progress.

Source: International Center for Leadership in Education, Houghton Mifflin Harcourt.

TABLE 20.2
Rubrics for Student Engagement (Continued)
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success of blended learning initiatives do not seem to stem from what the students 
consumed as learning content but instead the process of imparting that knowledge. 
Instructors have attempted the concept of flipped classrooms (Delozier & Rhodes, 
2017) to improve learning outcome. The workshop method for training has been 
utilized in developing countries (Wilson et al., 2009). However, the blend of class-
room teaching and a workshop for MBA students is a novel pedagogy for Indian 
students.

The findings revealed that students in the international marketing workshop indi-
cated improved performance than their counterparts who worked on their own. The 
learning outcomes measured through their scores were invariably higher against the 
student engagement parameters. This study has contributed significantly to the field 
of higher education by institutionalizing the role of student engagement in classroom 
teaching. Thus far, all the studies were engaged in gathering student feedback and 
drawing results from their satisfaction after completing the process. However, the 
criterion for student engagement that was used in this experiment was within the 
course delivery process. Second, the assessing community tends to be obsessed with 
numbers (i.e., marks provided for performance) after the process is over. By shifting 
the focus to scaled criteria for skill set development, the assessor needed to partake 
in the process with the students. This methodology worked suitably in the workshop 
environment because the participants were working in tandem with the evaluators. 
The assessment rubrics used in the study is an essential contribution; the author has 
integrated all aspects of the international marketing curriculum as milestones to be 
achieved in the learning outcomes. This has also been evaluated from the perspec-
tive of skillset development, wherein the student uses more online information man-
agement skills in LO1 and less in LO6, whereas the team is presenting the country 
marketing plan.

The study findings can encourage other researchers to pursue this line of thought 
and repeat the experiment for other business schools in India. The inability to per-
form this experiment simultaneously across several other business schools in India is 
a significant limitation of this study. In the second phase of this study, the author has 
endeavoured to include business schools in and outside India to contrast the results 
in a developed country, such as the United States, and a developing country, such as 
India. The scope for future research is wide open because many business schools are 
inviting new ideas for pedagogical innovation. Once the experiment is successfully 
incorporated in a pan-India scenario, it will enable the author to recommend the 
workshop as a teaching pedagogy in the international marketing curriculum.
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